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The particle size distribution and its optical 
proxies 

Questions:

• What about a particle can we infer from its size?

• What processes are affected by size?

• What is the size of: 



The calculus of size distribution
• How do we characterize the size of particles of varying 

shape?
• What aspects of size are different observations sensitive 

to?
• What are the units of the size distribution?
• How do we approximate discrete observations with a 

continuous distribution?
• How do we compare observations that have different size 

bins?
• What are the uncertainties in a size distribution?  
• How do we convert back and forth between number size 

distribution and volume or mass?



Manual sorting of IFCB data:  December 2020 data (excluding “detritus”)



Manual sorting of IFCB data:  December 2020 data (excluding “detritus”)



Uncertainty



Size bin choice, units 



What if we want to compare these discrete data to another measurement?  Or 
model a continuous distribution?

Category N Size (um) N Size bin edges Size bin center N (between edges) Nerr Rel. err N(D) (#/L) N(D)err (#/L)
1 1150 10 1150 10 13 1156 34 3% 231200 6800
6 6 10 6 16 20 9 3 33% 1800 600

15 5 20 5 25 32 37 6 16% 7400 1217
20 4 20 4 40 50 16 4 25% 3200 800
3 10 30 10 63 79 18 4 24% 3600 849
4 7 30 7 100 126 5 2 45% 1000 447
7 2 30 2 158

13 4 30 4
14 4 30 4
16 9 30 9
19 1 30 1
17 4 40 4
30 2 40 2
23 10 50 10
22 1 60 1
21 1 70 1
24 3 70 3
25 4 70 4

C. didymus 2 70 2
26 8 100 8
29 1 120 1

Lauderia 1 130 1
27 3 140 3
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What if we want to compare these discrete data to another measurement?  Or 
model a continuous distribution?  --> differential number size distribution



How do we go from a differential number size distribution to a volume size distribution?



Size distributions in the ocean

Sheldon et al., 1972:

• To first order, there are 
roughly equal amounts of 
material in particles of all 
sizes ranging 
logarithmically “from 1 μ to 
about 106 μ, i.e. from 
bacteria to whales”

• Consistent with n(D)~D-4



Size distributions in the ocean
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FIG. 13. The relationship between rate of production and particle size. The numbers near to the 
Rhincalanus patches indicate the temperature at which the growth took place. The uppermost of the 
two Clupea areas represents C. sprattus. The lower area represents both the Atlantic (C. harengus) 
and Pacific (C. paZla.si) herring. For other explanations see text. Data from Altman and Dittmcr 
( 1964), Conover and LaIli ( 1972), C 1 inarsson ( 1945 ), Eppley and Sloan ( 1966), Ford ( 1933 ), Garrod 
and Gambell ( 1965 ), Heir& ( 1966)) J o h nson ( 1970), Lebour ( 1925 ), Marshall and Orr ( 1955 ), 
MacLaren ( 1965, 1969)) Mullin and Brooks ( 1970 ), Prakash ( 1967), Smayda ( 1966)) and Williams 
(1964). 

with other data in this paper; the equiva- 
lent spherical diameter of a fish varies 
with its shape but is about a fifth to a 
third the actual length. For a crustacean 
the spherical diameter is about half the 
actual length. Growth rate varies with 
tcmpcraturc but this effect is small rela- 
tive to the scale WC USC (see Rhincalunus, 
Fig. 13). Howcvcr, the cool-water species 
tend to fall on the upper part of Fig. 13, 
indicating that at any one size, rate of: 
production is highest in warm water. 

Although for a balanced system the form 
of Fig. 12 predicts, qualitatively, the form 
of Fig. 13, and vice versa, the quantitative 
relationships seem to depend on subtle in- 
teractions bctwccn the growth rates and 

metabolic cfficiencics of predators and 
prey. There is a need for further work to 
develop a sound theoretical framework, 
but the validity of our hypothesis can bc 
roughly established from Fig. 13. In two 
well-known predator-prey links, Chpea to 
Cdanus and Calanus to diatoms, rates of 
production vary by roughly an order of 
magnitude for each step. If the ecologic 
efficiency is about 10% then the standing 
stocks must bc similar. 
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Sheldon et al., 1972:

• To first order, there are 
roughly equal amounts of 
material in particles of all 
sizes ranging 
logarithmically “from 1 μ to 
about 106 μ, i.e. from 
bacteria to whales”

• Consistent with n(D)~D-4

• Has important ecological 
implications:  growth rates 
must be inversely related 
to particle size, if this 
canonical value holds 
everywhere



A few common models used to approximate PSDs
Power-law size distribution:



Gamma:
A few common models used to approximate PSDs



Risovic (1993):

A few common models used to approximate PSDs



Number distribution Volume distribution (accounting for packing)

impedance

imaging

Jackson et al., 1997

Example of size distribution



Different sizing methods are most ‘sensitive’ to different sizes.

In general, a physical measurement associated with waves (sound, 
EM) will be most affected by ‘inhomogeneities’ in the environment 
which have sizes similar to the wavelength (resonance). 

In addition, issues of resolution (e.g. pixel size of a camera) may 
limit the smallest resolvable size.

Hence, if we want to sense particles of a certain size we need to 
choose a tool that will be sensitive to that size range.

All methods have problems at both ends due to sensitivity to small 
particles and rarity of large particles.



Cext/volume is sensitive to the wavelength 
of measurement:

The particle size where the maximum occurs, and the 
width of the peak, changes between blue to red 
wavelengths.  Spectral cp contains size information!



Volz (1954): For non-absorbing particles of the same n and 
a power-law distribution from Dmin=0 to Dmax=¥,

N(D)=No(D/Do)-x

à expect a relation between 
attenuation spectrum and PSD.

Beam-c and PSD relationship predicted from Mie theory:



Boss et al., 2001
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Example: particle distribution in the bottom 
boundary layer

Expect:
particle 
concentration
and PSD to 
change with depth

Why?
Settling is size 
dependent



Observations: bottom boundary layer

Boss et al., 2001



Angular dependence of scattering on size

•Near forward scattering: Strong 
dependence on size, less on n.

Roesler and Boss, 2008

‘large’

‘small’

LISST detector:



Closure: LISST vs. IOP spectral slopes
Field data from shelf bottom boundary layer (MVCO)

Slade and Boss, 2015
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Is                                                     a reasonable model for 

particles in the surface ocean?

This model serves as the default model in most inversion 
algorithms.

It is the basis of many PFT inversion models.

However, it has not been validated…
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inter-calibration with an additional C-Star on the Lagrangian float
as described below.

A series of cross-calibration casts with nearly simultaneous
ship CTD and glider profiles were carried out during the cruises,
with at least two calibration profiles per glider over the entire
field program. The first set of calibration profiles was made during
the deployment cruise, the second during the May cruise, and the
third during the recovery cruise at the end of the experiment (for
the two remaining gliders) for a total of ten cross-calibration
exercises. The typical procedure was to put a Seaglider into a
shallow dive sequence and then hold it at the surface while the
ship was brought alongside (o50 m). When the glider began to
dive, a profile with the ship’s CTD was begun. One additional data
set was collected by chance during the May cruise when a ship’s
CTD profile was taken within 2 km of a diving glider, yielding a
total of 11 independent intercalibrations between Seaglider and
ship optical sensors.

Both glider and ship profiles were smoothed by sequentially
applying a 5-point running median filter and a 7-point mean
filter. The ship’s CTD downcast was interpolated in density space
to match the glider profile. If the r2 value for the linear regression
between the resulting Seaglider and ship optical data was o0.7,
the matchup was rejected as a poor fit. Nine out of the 11 ship
profiles were retained and combined into a single type-II linear
regression to line up glider BB2F bbp and chlorophyll fluorescence
with the ship FLNTU values, e.g., bbp(700) in Fig. 3. Twelve similar
calibration profiles and analyses were performed for the float and
ship; these intercalibrations were used to align values for the
ship’s two C-Stars. Triplet chlorophyll fluorescence was aligned
with BB2F chlorophyll fluorescence for each glider by linear
regression (r2Z0.99 for each regression).

2.3. Spike analysis

Spikes were observed in all optical measurements as rapid,
transient, and often large increases in optical signals (Fig. 4a).
Spike heights were calculated by subtracting a moving ‘‘baseline’’
(7-point running minimum filter followed by 7-point running
maximum filter) from the total profile. The resulting spike signal
contained both occasional large spikes and more uniform, low-
level instrument noise (as seen below 400 m in Fig. 4b). A
maximum noise threshold for each instrument was chosen as
twice the 90th percentile value of all of the filtered spike values
taken prior to 5 May (YD 126) and below 300 m, when large
spikes were rare (black dashed line in Fig. 4b). All spike values
below this threshold were considered indistinguishable from
instrument noise and set to zero.

Baseline and spike signals were each averaged into 2-day,
50 m bins, facilitating inter-platform comparisons by reducing the
impact of sub-mesoscale variability encountered by ships and
gliders. Data from all four gliders were then combined to increase
sample size and spatial coverage. Spike bin averages included
zero values (where no spike was present), hence these bin
averages depend on both spike height and spike frequency. Spike
bins with fewer than 200 data points (zeros included) were
eliminated from further analysis because of high uncertainty
due to the randomness of spike occurrence. Data below 600 m
after 21 May (YD 142) were omitted because gliders encountered
suspended sediments over the Reykjanes Ridge (Fig. 1).

3. Results

3.1. Evolution of the bloom

When the autonomous platforms were deployed on 4 April
(YD 94), chlorophyll fluorescence and bbp measurements in the
upper 200 m were low (Fig. 5a, c); shipboard measured chlor-
ophyll concentrations were o0.5 mg l!1. Chlorophyll fluores-
cence remained low until 19 April (YD 110) and then increased
exponentially between 19–28 April (YD 110–119) at a rate of
0.28 doublings d!1. We refer to this period as the ‘‘early bloom’’,
following the convention of Alkire et al. (submitted for
publication). The early bloom was interrupted by a storm-induced
mixing event that reduced chlorophyll fluorescence between 28
April and 2 May (YD 119–123). After the storm, chlorophyll
fluorescence again increased in the upper 50 m and remained
high from 7 to 15 May (YD 127–136), during which maximum
chlorophyll concentrations of 5 mg l!1 were observed (shipboard
measurements), and the phytoplankton community was domi-
nated by chain-forming diatoms, primarily of the genus Chaetoceros,
but also including Thalassionema and Leptocylindrus (Sieracki and
Rynearson, personal communication). We refer to this period as the
‘‘May bloom’’. At the end of the May bloom, chlorophyll fluorescence
decreased rapidly and remained low through 8 June (YD 160); we
refer to this period as ‘‘post-bloom’’. Shipboard phytoplankton
samples taken early in the post-bloom period were dominated by
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Fig. 3. Cross-calibration of glider and ship particulate backscatter (bbp) at 700 nm
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Fig. 4. Backscattering spikes (bbp, 700 nm) from a ship’s FLNTU profile on 9 May
(YD 130). (a) The total signal (gray line) contains large, high-frequency fluctua-
tions (‘‘spikes’’) above 400 m and smaller fluctuations (instrument noise) below
400 m. The ‘‘baseline’’ signal (black line) is established with a 7-point running
minimum filter followed by a 7-point running maximum filter. (b) The spike signal
(gray) is derived by difference; below a minimum threshold (black line), the spike
signal is indistinguishable from instrument noise.
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picoeukaryotes (Sieracki, personal communication). Finally, a second
bloom was observed by the gliders throughout the month of June as
sustained high levels of baseline chlorophyll fluorescence in the top
30 m. Patterns in glider bbp near the surface were similar to
chlorophyll fluorescence through the end of the May bloom; there-
after bbp increased at a greater rate, exceeding May bloom levels
throughout June. The species composition of the June bloom was not
sampled, but likely includes Emiliania huxleyi and other small cells
(Moore et al., 2005).

3.2. Patterns in optical spikes

Glider chlorophyll fluorescence and bbp spike signals below
200 m were low from the beginning of April until about 5 May
(YD 126), then increased dramatically during the May bloom as
seen in smoothed bin averages (Fig. 5b, d). This pattern was
mirrored in ship optical data, as shown by profiles from shortly after

the storm (Fig. 6a) and the middle of the May bloom period (Fig. 6b).
The spikes in chlorophyll fluorescence, bbp, and cp on ship profiles
were always substantially more prevalent on the downcast than on
the upcast (e.g. Fig. 6b vs. c); the decreases in spike signal on the
upcast were accompanied by increases in baseline signal for all
optical measurements. No such difference in spike abundance was
observed between glider dives and climbs. In the post-bloom period,
fluorescence spikes rapidly decreased to pre-bloom levels and
remained extremely low throughout the June bloom (Fig. 5d). The
post-bloom bbp spike signals also decreased, but remained slightly
greater than pre-bloom levels (Fig. 5b).

The rationale for interpreting deep spikes during the May
bloom as sinking aggregates is presented in Section 4.1. A sinking
rate for these aggregates was calculated by applying a running
2-day mean to spike data at 50 m intervals and identifying the
date when the 2-day mean spike signal was maximal for a specific
depth bin. A type I linear regression of time of maximal spike
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Fig. 5. Glider bbp(700 nm) baseline (a) and spike (b) signals, and chlorophyll fluorescence baseline (c) and spike (d) signals. All data have been smoothed once with 2-day
50 m running means, calculated at increments of 0.5-day and 10 m; spike signals have been smoothed a second time (running mean with a 2.5-day 50 m window). Black
lines show the best linear fit of the maximum bbp spike signals, used to calculate the sinking rate.
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Fig. 6. Ship optical profiles. Each panel shows chlorophyll fluorescence, cp(653 nm), and bbp(700 nm) in that order, left to right. Spikes were rare on 4 May on the downcast
(a), while spikes were abundant on 10 May on the downcast (b) but reduced on upcast (c). Occasional large spikes on upcast coincide with depths where CTD slowed
upward motion to fire a bottle (bold lines on right).
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IOP fluctuations = proxy for 
particle size?
(Briggs et al., 2011)

”

Filter to separate “spikes” from “baseline



IOP fluctuation size proxy  (Briggs et al., 2013)

Closure: LISST vs. fluctuations
during lab aggregation experiments

V: Sample 
volume

α: ratio of residence 
time to sample 

integration time
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Figure 10. Estimates of sources and sinks of organic carbon inte-
grated over the top 60 m: GPPChl a and NPPChl a and sinking par-
ticle export (this study), as well as NCP and loss due to the sum of
sinking particle export and net DOC production and sinking parti-
cle export only (Alkire et al., 2012). Bloom periods follow Alkire
et al. (2012) and are defined in the text (Sect. 3.3).

Each budget term carries considerable uncertainty, but based
on the central estimates, the partitioning of fixed carbon ap-
peared to change substantially over the course of the bloom.
Note that these NCP estimates include the net production of
dissolved organic carbon (DOC), while NPPChl a excludes
any photosynthetic DOC production. NPPChl a and NCP es-
timates were similar during the early and main bloom, sug-
gesting moderate to low heterotrophic respiration. During
the early bloom period, export was also low (⇠ 22–28 % of
GPPChl a), allowing for the rapid accumulation of biomass.
During the main bloom, GPPChl a nearly doubled as biomass
increased, but a larger fraction (⇠ 50 %) was exported, leav-
ing ⇠ 25 % to accumulate. During the bloom decline, appar-
ent community respiration (defined as the difference between
GPPChl a and NCP) was 156 % of GPPChl a and export was
an additional 50–80 %. In the post-bloom period, community
respiration was again high (⇠ 100 % of GPP), and export was
much lower (0–15 % of GPP). Our NPPChl a estimates and
bbp spike-based sinking flux estimates provide a continuous,
high-resolution picture of the link between productivity and
export at 125 m for the entire study period (Fig. 11a). Float-
and glider-based POC export estimates agree broadly at this
depth (red lines), suggesting that the higher-resolution glider
time series are representative of the float patch as well. While
export at 125 m is coupled with NPPChl a (Fig. 11a), there is
a rapid increase in export efficiency between 3 and 6 May
from ⇠ 20 to 40 %. Area-weighted mean particle diameter
(Dbbp) ranged from 90–150 µm during April and peaked at
250 µm on 7–8 May (Fig. 11b), coincident with peak biomass
as measured by both Chl a and POCbbp from the gliders (not
shown). Dbbp fell rapidly on 9 May, coincident with an ML

Figure 11. (a) Continuous productivity and export from the au-
tonomous float and gliders to and from the top 125 m over the en-
tire study period. Productivity and glider export are 2-day running
means, while float export is averaged over longer periods denoted
by the width of the bars. Bar height denotes uncertainty bounds.
(b) Near-surface glider Dbbp estimates from 10–50 m.

deepening event. Post-bloom Dbbp ranged from 150–190 µm
(Fig. 11b).

4 Discussion

4.1 Accuracy of PP estimates

The combination of three estimates of primary productivity
and one estimate of community productivity, all from the
same platform at comparable temporal and horizontal scales,
provides a unique opportunity to evaluate the accuracy of
all methods. Each of our PP methods is discussed in turn in
Sect. 4.1.1–4.1.4.

4.1.1 GPPChl a

GPPChl a and GPPcp are estimates of the same quantity ob-
tained independently. GPPChl a is derived from PAR and
Chl a estimates using robust local parameterizations ob-
tained from 14C incubations. GPPcp is derived entirely from
cp measurements converted to POC using another robust, lo-
cal empirical relationship. The averaging depth (daily mini-
mum MLD) for GPPChl a was chosen to match the diel cycle
method based on the results of a model tuned to match lo-
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IOP fluctuation size proxy applied 
to NAB’08 measurements (Briggs 
et al 2018)



Summary

• Size matters, but it needs to be defined. Given that it 
varies over orders of magnitude using the diameter of 
an equivalent sphere may be a reasonable first-order 
approximation.

• All data looks great on a log-log plot.

• Simple calculus but details are important.

• Optical techniques are useful to constrain size.


