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Abstract 

Through Monte Carlo simulation, the variation of the diffise reflectance of natural waters with 
sun angle is found to be dependent on the shape of the volume scattering function (VSF) of the 
medium. It is shown that single scattering theory can be used to estimate the reflectance-sun angle 
variation given the VSF-and, conversely, the VSF over a limited range of scattering angles can 
be estimated from measurements of the variation of the reflectance with sun angle. The complex 
variation of reflectance with the incident illumination and surface roughness can be reduced to the 
variation of a single parameter: the downwelling distribution function in the absence of scattering. 
These observations are applicable to all but the most reflective of natural waters. 

The irradiance ratio or irradiance reflec- 
tance at a depth z is defined according to 
R(z) = E,(z)/E,(z), where E, and Ed are the 
upwelling and downwelling irradiances at z 
(units given in list of symbols). When this 
is evaluated just beneath the sea surface it 
is referred to as the diffuse reflectance and 
indicated by R. R is interesting because it 
is relatively easy to measure (e.g. absolute 
calibration of the irradiance meter is not 
required), and it is used in the theory of 
ocean color remote sensing (Gordon and 
Morel 1983). In a series of Monte Carlo 
simulations of the transport of optical ra- 
diation in the ocean, Gordon et al. (1975) 
computed R for a homogeneous ocean as a 
function of the inherent optical properties 
of the water, the absorption coefficient a, 
the scattering coefficient b, and the volume 
scattering function P(a), using scattering 
phase functions [P(a) = ,B(cr)lb] measured 
by Kullenberg (1968) in the Sargasso Sea. 
These Monte Carlo simulations, as well as 
those discussed later, fully accounted for the 
effects of multiple scattering. In a limited 
number of cases R(IY,), the diffuse reflec- 
tance as a function of the solar zenith angle 
20,,, was also studied. It was concluded that 
R(b,) was a very weak function of 3,-vary- 
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ing <20% for 0” 5 b, I 60”. Later, Kirk 
(1984) presented a similar Monte Carlo 
study [with phase functions measured by 
Petzold (1972) in San Diego Harbor] which 
showed a variation in R(8,) over the same 
range of angles of as much as 50%. This 
difference is far greater than what might be 
expected due to differences in the compu- 
tational procedure and thus requires expla- 
nation. If it can be verified that neither com- 
putation is in error, differences in the results 
can only lie in the fact that different scat- 
tering phase functions were used in the com- 
putations. In fact, Jerlov (1976, p. 149) stat- 
ed that the variation of R and b, “is a 
consequence of the shape of the scattering 
function,” but provided no quantitative 
demonstration of the claim. Also, even for 
b0 = 0, Plass et al. (unpubl.) have already 
shown that R depends on the shape of the 
scattering phase function, contrary to the 
conclusion of Gordon et al. ( 1975), Kirk 
(1984), and Morel and Prieur (1977) that R 
depends on the phase function principally 
through the backscattering coefficient bb 
given by 

* 
bb = 2vrb 

s 
P(a) sin cy da; 

u/2 

however, Plass et al. used phase functions 
that differed considerably from those ob- 
served in natural waters in order to dem- 
onstrate the dependence. 

To investigate quantitatively the influ- 
ence of the scattering phase function on the 
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Absorption coefficient, m-l 
Scattering angle 
Scattering coefficient, m-l 
Volume scattering function, m-l sr-1 
Attenuation coefficient (a + b), m-l 

Downwelling distribution function (w. = 0) 
Phase function parameters 
Downwelling irradiance at z, W (m2 nm)-’ 
Upwelling irradiance at z, W (m2 nm)-’ 
Upwelling radiance just beneath the sur- 

face, W (m2 nm)- I 
Refractive index of water 
cos 3 
cos 290, 
Azimuth angle of upwelled radiance 
Scattering phase function (p/b), ST-’ 
Diffuse reflectance at Do 
Diffuse reflectance at Go 
Irradiance ratio (EJE,) at z 
Polar angle of upwelled radiance 
Solar zenith angle 
Solar zenith angle below surface 
Scattering albedo (b/c) 
Depth, m 

diffuse reflectance, I have recalculated R us- 
ing standard Monte Carlo techniques and 
also with a new backward Monte Carlo code 
developed for another purpose (Gordon 
1985). The results of the new computations 
are in complete agreement with the old, i.e. 
when the Petzold (1972) phase function is 
used the results from either code agree well 
with Kirk (1984) and when the Kullenberg 
(1968) phase function is used the results 
agree with Gordon et al. (1975). This agree- 
ment suggests that the computations of both 
Kirk and Gordon et al. were correct and that 
the difference is in fact due to the specific 
phase functions used in the two studies. It 
also suggests that the shape of the variation 
of R with b, can provide some information 
about /3(a). In what follows, it is shown that, 
given P(a), the single scattering approxi- 
mation can be used to specify the variation 
of R with zYO, and, conversely, given R(b,), 
it is possible to invert the process and es- 
timate @(CU) over a range of scattering angles 
from ~60’ to 180”. 

Let an infinitely deep homogeneous ocean, 
with inherent optical properties a, b, and 
@(CU) be illuminated by the direct solar beam. 
This beam upon transmittance through the 
air-sea interface (assumed flat) has a solar 

zenith angle in the water of &, where m 
sin fioW = sin &, and m is the refractive index 
of water. In the single scattering approxi- 
mation (e.g. see Jerlov 1976), this refracted 
solar beam is then scattered once by the 
medium, producing an upwelling radiance 
L(0, V) just beneath the surface, where 29 
and Cp are the polar (measured from the ze- 
nith) and the azimuth (measured from the 
solar azimuth) angles of the direction in 
which the radiance is propagating. The up- 
welling irradiance just beneath the surface 
is given by: 

MO) 

=12udV’l L(tY, 9’) cos t9 sin ~9 d29. 

The downward irradiance just beneath the 
surface consists of two parts: the irradiance 
from the transmitted solar beam and the 
irradiance produced by the reflection of L(29, 
p) from the interface. In the single scattering 
approximation this latter part is at most 
0.5% of the former for the application re- 
ported here and will be ignored. In this case, 
the single scattering approximation to the 
reflectance just beneath the sea surface is 
given by 

where cos a! = -ppW + [( 1 - p2)( 1 - &)]cos 
p, and p,,, = cos tioW, II = cos 19, and c = a 
+ b. This expression, which is an excellent 
approximation for b K a (or equivalently 
for o. = b/c K 1), provides a direct link 
between R(GO) and p(cr) in this limit. Gordon 
(1973) has shown that for a medium like 
the ocean, which scatters strongly in the for- 
ward direction, the usefulness of Eq. 1 can 
be extended to larger values of o. by re- 
placing c by a + bb. For example, with the 
sun at zenith, this replacement in Eq. 1 re- 
produced Monte Carlo computations of R 
to within 0.5% for o. ~0.6 and 12% for w. 
< 0.85. Thus, since the Go dependence of R 
in Eq. 1 is independent of whether c is re- 
tained or replaced by a + bb, one might 
reasonably expect it to approximate the 
variation of R with sun angle, even for rath- 
er large values of wo. 
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The efficacy of Eq. 1 in this respect is 
examined by comparison with exact (Monte 
Carlo) multiple scattering computations 
carried out with two scattering phase func- 
tions: “KC,” the Kullenberg (1968) phase 
function measured at 460 nm in the Sar- 
gasso Sea and used by Gordon et al. ( 197 5); 
and “T,” the mean of the three particle phase 
functions measured in turbid water at 530 
nm by Petzold (1972) and used in the com- 
putations of Kirk (1984). These are shown 
in Fig. 1 along with phase function for the 
molecular (Rayleigh) scattering of pure 
water. The individual Monte Carlo simu- 
lations of R(8,) have a statistical error of no 
more than + 0.5- 1% for phase function KC 
and -I l-2% for T. The resulting comparison 
between Eq. 1 and the Monte Carlo (M.C.) 
computations is presented in Fig. 2, where 
it is seen that the analytical computation of 
R(S,)IR(O) agrees with the Monte Carlo 
computations with a maximum error of 
< 5% for o. = 0.8 and 5 10% for o. = 0.9. 
The general increase in R with 9, is because 
the minimum scattering angle for photons 
to be redirected to the surface increases with 
b. according to cy = (7r/2) - b,,. Since P(a) 
increases rapidly with decreasing cy for cy 
<r/2 (Fig. l), portions of the phase function 
that are larger than those for a/2 < cy < R 
increasingly contribute to R as tie increases. 
This is particularly evident for phase func- 
tion T for which there is a strong contrast 
in the values of P(a) above and below ~1 = 
a/2. In the case of scattering by pure sea- 
water (not shown), i.e. Rayleigh scattering, 
the analytical computation has a maximum 

Fig. 2. R as a function of Go. Curves are the 
of the single scattering approximation (Eq. 1). 

error of ~0.5% for the largest value of w. 
encountered for pure seawater (m 0.3 near 
400 nm). 

It is seen that for w. = 0.8 there is a clear 
trend for the multiple scattering computa- 
tions of R(19~)lR(0) to be above the single 
scattering results because, at each scattering 
event after the first, some photons can scat- 
ter through progressively smaller angles and 
still be redirected toward the surface. Since 
P(a) increases with decreasing (x for CU ST/~, 
multiple scattering should increase R(So)/ 
R(0) above the single scattering result when 
photons can scatter a few times before being 
absorbed. Since phase function T is larger 
at very small scattering angles than KC (25% 
of the scattering events for T have a! 5 lo, 
compared to 5% for KC), the effect is larger 
for KC. For larger values of oo, this effect 
disappears because photons scatter many 
times before reaching the surface and the 
information concerning the direction at 
which the photon entered the water be- 
comes lost. Thus, for small w. the exact val- 
ue of R(200)/R(0) should be close to that giv- 
en by Eq. 1; however, as o. increases, R(bo)/ 
R(0) will initially increase above the single 
scattering value and then eventually de- 
crease below it as w. + 1. 

The near-agreement between R(b,)/R(O) 
and that predicted by single scattering in- 
dicates that measurements of p(ar) over the 
appropriate range of angles (4 1” 5 a 5 180’) 
can be used to predict the dependence of R 
on Go. However, measurement of P(a) over 
this entire range is not really necessary. Gor- 
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don (1976) showed that bb could be accu- 
rately determined without knowing the full 
scattering function by fitting measurements 
of /3 at only three angles, a = 45”, 90”, and 
135”, to an analytic equation first used by 
Beardsley and Zaneveld ( 196 9): 

Pw=(, _ 
P(90”) 

ef cos a)“( 1 + e,cos (x)~ 
(2) 

where es and eb are adjustable parameters. 
The fits of phase functions T and KC to Eq. 
2 are shown as solid lines in Fig. 3. The fit 
is excellent for scattering between about 40” 
and 160”, correctly reproducing the signifi- 
cant variation around 90”. Note, however, 
that Eq. 2 is a very poor approximation at 
scattering angles <25”-30” and is in error 
by a factor of 1 O3 or more near 0”. For Ray- 
leigh scattering (not shown), Eq. 2 provides 
an excellent fit for all scattering angles. 
Computation of R&)/R(O) using Eq. 1 (sin- 
gle scattering) and the fits of the phase func- 
tion to Eq. 2 (Fig. 3) agree with those using 
Eq. 1 and the actual phase functions with 
an error of less than +2%. On this basis I 
conclude that measurement of @(45”), @(90”, 
and p(135”) are sufficient to describe the 
variation of R with 19,. 

It is of interest to know whether the pro- 
cess above can be inverted, i.e. given R(bo)/ 
R(0) is it possible to recover any informa- 
tion concerning @(CU)? To examine this ques- 
tion, I have assumed that R(8J is measured 
(in this case simulated by Monte Carlo) at 
10” increments from 0” to 89”. This “data” 
is then fit to Eq. 1, with @(cx) given by Eq. 
2, by nonlinear least-squares to determine 
the unknown parameters ef and eb. This pro- 
cedure can only yield an estimate of P(a)/ 
P(90”) over the angular range 4 1” 5 a! I 
180”. The value of P(90”) or p(90”) must be 
estimated independently. Gordon et al. 
(1975) have shown that R(0) 0~ bb/(a + bb). 
Thus, I have determined P(90”) by requiring 
that the inverted and true phase functions 
have the same value of bb. Then both phase 
functions will yield the same R(0). The re- 
sulting “inverted” phase functions for o. = 
0.8 (solid curves) and 0.9 (dashed curves) 
are presented in Fig. 4 and demonstrate that 
in this restricted case, i.e. measurement of 

10" : 
30 60 90 120 150 

a mg.) 

Fig. 3. Phase functions KC (upper) and T (lower). 
Lines are fits with Eq. 2 using P(cx) evaluated at (Y = 
45”, 90”, and 135”. 

R(GO) for the full domain of 8, and the ab- 
sence of an atmosphere and surface waves, 
an estimate of the general shape of p(cr) for 
60°-70” 5 (X I 180” can be retrieved from 
measurements of R(6,). 

The conclusions here are based on Monte 
Carlo simulations of an idealized ocean, i.e. 
a flat, homogeneous ocean with o. I 0.9 in 
the absence of the atmosphere. How appli- 
cable are they to a real ocean? From the 
analysis of Gordon (1987) one expects o. 
10.9 in natural waters except in intense 
plankton blooms (and then only in the green 
part of the visible spectrum) or regions with 
a high concentration of nonabsorbing sus- 
pended particles (e.g. white sand) in the 
water. The principal effect of the atmo- 
sphere is to add a quasi-diffuse component 
(skylight) to the irradiance incident on the 
sea surface. Similarly, replacing the flat sur- 
face with a rough surface renders the inci- 
dent light field beneath the surface more dif- 
fuse. Because of the diffuse nature of the 
downwelling irradiance beneath the surface, 
these observations suggest that Eq. 1 cannot 
be applied directly to a rough ocean illu- 
minated by the sun and the sky; however, 
it is possible to characterize the surface and 
the incident radiance distributions in such 
a manner that Eq. 1 is still useful. 

The key to such a characterization lies in 
a recent set of Monte Carlo simulations (Je- 
rome et al. 1988) showing that R(o,)/R(O) 
= l/cos 00,. Plotting R(b,)/R(O) for the 
present computations against l/cos bow re- 
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Points: True P(a) 
Solid: Inverted P(a). w, = 0.8 
Dashed: lnvcrtcd P(a). 0, = 0.9 

. . . 

a (Deg.) 

Fig. 4. Phase functions KC (upper) and T (lower). 
Solid and dashed curves are the result of inverting Eq. 
1 for w. = 0.8 and 0.9. 

sults in a straight line with a slope k which 
depends mostly on the phase function but 
somewhat on wo. The value of k is approx- 
imately unity when the same phase function 
used by Jerome et al. (1988) is used. The 
values of k for phase functions KC and T 
are -0.85 and 1.15. To try to extend this 
linear dependence on the illumination ge- 
ometry, it is noted that when the illumi- 
nation incident on a flat ocean is in the form 
of a parallel beam from the sun, the down- 
welling distribution function-the down- 
welling scalar irradiance divided by the 
downwelling irradiance (Preisendorfer 
196 l)-just beneath the surface in the ab- 
sence of scattering, Do, is exactly l/cos So,,,. 
In cases with parallel beam illumination of 
a flat ocean, as well as situations with more 
complex illumination, Do has been used 
previously to remove the geometrical prop- 
erties of the incident light field from the 
downwelling irradiance attenuation coeffi- 
cicnt (Gordon 1989; Gordon et al. 1975), 
in effect normalizing the coefficient to that 
which would be measured in the absence of 
the atmosphere with the sun at zenith. Thus, 
it is natural to ask if Do might be used to 
simplify the analysis of &0,)/R(O) in more 
complex situations. 

Clearly, the simplest procedure for trying 
to extend the analysis to more complex sit- 
uations is to plot R(ti,)/R(O) [or equiva- 
lently, R(D,)IR( l)] as a function of Do, i.e. 
to replace the l/cos Go,+, used by Jerome et 
al. ( 1988) by the more general Do. To test 
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Fig. 5. R as a function of D,,. Symbols with a + 
are for a rough surface; those with an x are for a dithtse 
incident irradiance. Solid curves are the result of the 
single scattering approximation for a flat ocean with 
no atmosphere (Eq. 1). 

the applicability of such a procedure, I have 
carried out Monte Carlo simulations for two 
other incident distributions (beneath the 
surface): a distribution resulting from an in- 
cident collimated beam combined with 
wind-induced surface roughness and one re- 
sulting from uniform radiance incident on 
a flat surface. For the wind-ruffled surface 
case, the surface was described by a Cox and 
Munk (1954) slope distribution character- 
istic of a 7.2 m s-l wind speed and inde- 
pendent of wind direction. The computa- 
tions were carried out for aLoo = 40”, 60”, 70”, 
and 80”. In contrast to the larger values of 
8, the 40” and 60” calculations showed only 
a small (< 2%) increase in &29,)/R(O) over 
the flat ocean, so the effect of surface rough- 
ness on the validity of R(S,)lR(O) computed 
from Eq. 1 is small for 6, s 60”. A separate 
computation was carried out at each value 
of 290 to determine Do for the rough surface. 
The resulting values of R(D,)IR( 1) for .Ioo = 
70” and 80” are plotted against Do in Fig. 5 
(symbols with a +) along with the results 
taken from Fig. 2. Note that in each case, 
the simulated values of R(D,)IR( 1) are lin- 
early related to Do and that the rough ocean 
cases fall with excellent accuracy along the 
same lines as their flat ocean counterparts. 

The simulations carried out with totally 
diffuse incident irradiance falling on a flat 
ocean (symbols with an x in Fig. 5) show 
that the same linear relationship is satisfied 
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in this case as well. The results of these com- 
putations show that for a given o. and scat- 
tering phase function 

R(D,) = k(Do - l)R( 1) + R(l), 

i.e. the variation of R with the incident il- 
lumination and the surface roughness can 
be completely explained through their effect 
on Do. (An accurate scheme for estimating 
Do from simple irradiance and wind speed 
measurements is given by Gordon 1989.) 
The parameter k depends mostly on the 
scattering phase function, and, for w. 50.9, 
it can be approximated with single scatter- 
ing theory. 

My main conclusion here- that single 
scattering can be used to characterize the 
variation of R with the incident radiance 
distribution-should be applicable to a real 
ocean if highly reflective waters (o. > 0.9) 
are avoided. 
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