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ABSTRACT

Optical sensors have distinct advantages when used in ocean observatories, autonomous platforms, and on

vessels of opportunity, because of their high-frequency measurements, low power consumption, and the nu-

merous established relationships between optical measurements and biogeochemical variables. However, the

issues of biofouling and instrument stability over time remain complicating factors when optical instruments

are used over periods longer than several days. Here, a method for obtaining calibration-independent mea-

surements of spectral particle absorption and attenuation is presented. Flow-through optical instrumentation

is routinely diverted through a large–surface area 0.2-mm cartridge filter, allowing for the calculation of particle

optical properties by differencing temporally adjacent filtered and whole water samples. This approach yields

measurements that are independent of drift in instrument calibration. The method has advantages not only

for coastally moored deployments, but also for applications in optically clear waters where uncertainties in

instrument calibration can be a significant part of the signal measured. The differencing technique is dem-

onstrated using WET Labs (Philomath, Oregon) ac-9 and ac-s multi- and hyperspectral absorption and at-

tenuationmeters. For the ac-s sensor, a correction scheme is discussed that utilizes the spectral shape of water

absorption in the near-infrared to improve the accuracy of temperature and scattering-corrected spectra.

Flow-through particulate absorption measurements are compared with discrete filter-pad measurements and

are found to agree well (R2 5 0.77; rmse 5 0.0174 m21).

1. Introduction

Validation of ocean color remote sensing data products

and biogeochemical model outputs is often hindered by

a dearth of in situ data with high spatial and temporal

coverage. This inadequacy can be addressed using ship-

board flow-through systems equipped with sensors mea-

suring appropriate parameters, which have the advantage

of high-frequency measurement and low power con-

sumption (e.g., Ainsworth 2008). For ocean color vali-

dation, the primary variables of interest are the optical

absorption, attenuation, and backscattering coefficients.

These quantities can be used to validate remotely sensed

optical parameters and to estimate biomass and, using var-

iable fluorescence, the physiological state of phytoplankton

(e.g., Mueller et al. 2003; Behrenfeld and Boss 2003), as

well as to provide constraints on particulate and dis-

solved pools and properties in ecosystem models (e.g.,

Fujii et al. 2007). Spectral particulate absorption and

attenuation have also been used to derive proxies for the

concentration of particulate organic carbon (Gardner

et al. 1993; Bishop 1999), particulate suspended mass

(Peterson 1978), an index of particulate size distribution

(Boss et al. 2001), chlorophyll concentration (Bricaud

et al. 1998), the presence of a variety of phytoplankton

groups or pigments (e.g., Eisner et al. 2003; Schofield et al.

2004), and diver visibility (Zaneveld and Pegau 2003).

However, optical instrumentation is vulnerable to the

effects of biofouling, drift in electronic circuits, and deg-

radation of light sources, detectors, and spectral filters.

& Current affiliation: Electricity, Resources, and Building Sys-

tems Integration Center, National Renewable Energy Laboratory,

Golden, Colorado.

Corresponding author address: Wayne H. Slade, 5706 Aubert

Hall, University of Maine Orono, Orono, ME 04469.

E-mail: wayne.slade@gmail.com

OCTOBER 2010 S LADE ET AL . 1733

DOI: 10.1175/2010JTECHO755.1

� 2010 American Meteorological Society



The fouling of optical surfaces resulting from particle ac-

cumulation and biofilm production can be minimized

using a variety of techniques, such as the use of auto-

mated copper shutters that cover the optical windows

when not in use (Manov et al. 2004). Drift in electronic

and optical systems is usually handled by frequent

(daily) calibrations with the cleanest water available

(Twardowski et al. 1999). Calibration offsets are calcu-

lated by the manufacturer, in the users’ laboratory, and

in the field using available optically pure water sources.

Such calibrations are recommended when the instru-

ment is either shipped or transported, and periodically

while deployed, to account for possible changes in op-

tical alignment, spectral filter response, and lamp and

electro-optics drift over time (e.g., Twardowski et al.

1999; Roesler and Boss 2008). For instruments deployed

on either moorings or in shipboard flow-through sys-

tems, routine calibrations may not be possible because

of logistical, personnel, or equipment limitations. In ad-

dition, in clear open-ocean waters, absolute calibration

is difficult because in situ optical properties are often

of the same order of magnitude (,0.01 m21) as the in-

strument accuracy based on the stability of repeated

pure water calibrations (0.003 m21; WET Labs 2009).

When interested in optical properties of particles, dif-

ferences between total and filtered measurements per-

formed with the same instrument can be used to obtain

calibration-independent properties. This idea has been

used by Boss and Zaneveld (2003), Balch et al. (2004),

and Boss et al. (2007) to obtain optical properties of

particles near coral reefs from a diver-based package,

from an in-line measurement system on a ferry, and

from the ultraclear water of Crater Lake using a pro-

filing system, respectively. In each case, the underlying

assumptions are that the temporal and/or spatial vari-

ability of the dissolved properties varies little in the time

between the total and dissolved measurements, and that

the filter does not add or remove dissolved material.

Here, we present the latest evolution of the filtered–

unfiltered differencing technique as used in shipboard and

moored applications utilizing a combination of commer-

cially available and custom-designed instrumentation. By

differencing unfiltered and filtered measurements and

time averaging, we obtain stable spectra on multiple-

week cruises and moored deployments. In addition,

spectra from the cruises show agreement with coincident

filter-pad absorption measurements. When using hyper-

spectral (as opposed to multispectral) measurements of

absorption, temperature and scattering corrections are

further improved by taking advantage of the known

temperature dependence of water absorption. This meth-

odology holds promise for obtaining high-quality par-

ticulate optical properties by nonspecialists on moorings

and ship-of-opportunity applications. The same methodol-

ogy could also be applied to vertical profiling applications

of theWETLabs (Philomath, Oregon) ac-s sensor as well.

2. Materials and procedures

In this paper we present two methods of using the

differencing technique: first in an underway flow-through

system on a research vessel (R/V) or ship of opportunity,

and then in a fixed tripod-based application. Following

a description of each of these deployment modes, a de-

scription of the absorption and attenuation measure-

ments made withWETLabs ac-9 and ac-s sensors, within

the context of the filtered/unfiltered differencing tech-

nique, is provided. Finally, a method for improving the

accuracy of ac-s absorption spectra by removing de-

pendence on correcting spectra using measured temper-

ature data is provided.

a. Underway flow-through system

Underway flow-through particulate absorption and at-

tenuation observations were collected on three cruises

(the Equatorial Box Project: GP5-05 August–September

2005, GP1-06 January–February 2006, and GP5-06

August–September 2006) along an equatorial transect

from approximately 88N to 88S along 1408W longitude

and then east to 1258W, and from 88S to 88N, completing

three sides of a box. During the GP5-05 and GP1-06

cruises, we used an ac-9 with the 0.2-mm cartridge filter

engaged manually when on station, and also occasionally

while in transit. During the GP5-06 cruise, an ac-s and

automated valve system were employed.

The uncontaminated seawater supply used for the flow-

through system is sourced from the ship’s sea chest, with

bow intake at roughly 2–5 m below the sea surface for

the research vessels used during the development of

the method. In the wet laboratory, the seawater supply

was passed through two Vortex debubblers in series

[Ocean Instrument Laboratory, Stony Brook University

model VDB-1G, Stony Brook, New York]. The debub-

blers were added to the flow-through system after having

intermittent problems with bubbles during early field

testing of the system. Even with the series Vortex de-

bubblers, bubbles remain problematic during occasional

periods of high sea state in which the bow intake rises

above the sea surface or is high enough to draw highly

aerated seawater. Such data are easily detectable either

as spikes in salinity data or as spikes in raw (or increased

variance in binned) attenuation data. In practice, data for

bins with variance higher than a threshold (determined

from data in calm seas) are discarded in postprocessing.

After passing through the debubblers, seawater is

periodically diverted by a valve through a large–surface
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area 0.2-mm cartridge filter (the PALL AcroPak Supor

Membrane was used during the early cruises, while later

the GE Osmonics Memtrex NY was used), as detailed

in Fig. 1. An automated valve controller, employing a

programmable logic controller (PLC; Toshiba, Model

T1-16) with a real-time clock–calendar and an electri-

cally actuated three-way ball valve (Hayward Industrial

Products three-way lateral ball valve, ½0 PVC, with a

24-V dc EJM series actuator), is used to control the flow.

The PLC is programmed to divert seawater flow through

the filter at user-programmable intervals. The latest ver-

sions of the controller include a personal computer (PC)

Universal Serial Bus (USB)-connected relay and input/

output (I/O) controller (ADU208, Ontrak Control Sys-

tems) connected to the electrically actuated three-way

ball valve andmultiple-paddle-wheel flow sensors (FPR301,

Omega Engineering, Inc.). A laptop with custom soft-

ware is used to interface with the controller in order to

set the filter valve schedule and to log data from the flow

sensors. Filter cartridges are replaced when the flow rate

through the filter decreases significantly (typically after

a 50% reduction in flow rate, or roughly once per week).

Finally, filtered or total seawater are passed to optical

instruments (such as the ac-s) via a manifold. During the

cruises discussed here, optical instruments were cleaned

every 1–2 days.

Data from all instruments aremerged and time stamped

using a WET Labs DH-4 data handler with WET Labs

Archive Protocol (WAP) software. Seawater temperature

and salinity (SBE-21, Sea-Bird Electronics, Bellevue,

Washington), as well as GPS coordinates, are logged by

the ship’s computing systems and are later merged with

the optical property datasets.All of the rawdata are binned

to 1-min intervals before postprocessing, such as the

unfiltered–filtered seawater differencing and residual

temperature and scattering correction, discussed below.

The various components of the flow-through system,

such as the ship’s pump, plumbing, debubblers, and the

optical instrumentation itself, represent sources of shear

within the system. Potential effects of shear on the

particle suspension range from the breakage of aggre-

gates to the destruction of individual cells, as can be the

case, especially with strong impeller pumps at high flow

rates. Fouling of the plumbing also represents a poten-

tial source of particulate material to the flow-through

system. To verify the quality of the uncontaminated sea-

water supply, it is recommended that in situ optical in-

struments are deployed periodically during the cruise,

such as by including a beam transmissometer in the ship’s

CTD rosette. Comparison of flow-through and rosette-

mounted measurements from a dataset compiled from

cruises in the equatorial Pacific, Mediterranean, and

North Atlantic aboard the three different research ves-

sels indicate good agreement between the two methods

(Westberry et al. 2010; median bias of 0.00016 0.31 m21).

However, without verification of the quality of seawater

supply used in a particular application, data should be

regarded with suspicion; and even when the flow-through

system has been validated, the effects of particle dis-

aggregation (and other shear effects) should be con-

sidered in data interpretation. If the quality of the ship’s

uncontaminated seawater supply is questioned, then it is

worthwhile to consider the addition of a dedicated pump

(such as a diaphragm pump) and plumbing to the flow-

through system.

b. Moored system

As part of the Optics, Acoustics and Stress In Situ

(OASIS) experiment, tripod-based measurements using

the differencing technique weremade with an ac-9 sensor

that is coupled to an electrically actuated valve contained

in submersible pressure housing (which was custom man-

ufactured by WET Labs, model EBS-001, built around a

Parker valve stainless steel three-way valve with a 24-V dc

actuator). The tripod was located at the Woods Hole

Oceanographic Institution’s Martha’s Vineyard Coastal

Observatory (MVCO), in approximately 12-m water

depth, with instruments configured to measure optical

properties at 1.2 m above the bottom. The filter housing

used during the deployments was drilled with large holes

such that a large amount of surface area of the filter is

exposed and seawater can readily be drawn through it,

increasing flow rates through the filter. The instrumented

tripod was connected to the shore for power and com-

munication (through an underwater observatory node),

and the actuated valve was controlled from the shore by

alternately energizing power supplies connected to the

valve system on a schedule, controlled using a ‘‘cron’’

script on one of the observatory’s servers. Data from

FIG. 1. Example flow-through system setup. Seawater inflow can

be diverted using (a) a three-way ball valve, either (b) through

a 0.2-mm filter or (d) directly to the ac-9 or ac-s instrument. (c) A

stopcock or needle valve with quick-disconnect fitting is used to

control flow rates to the instrument and facilitate its removal for

cleaning. (e) A volume flow sensor is used to assess fouling of the

filter over time. (f) A check valve ensures that no air is drawn into

the instrument under a no-flow condition.
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the ac-9 were logged on the tripod using a custom data-

logging system, and subsequently were transferred to

the shore for processing. Similar to the underway system,

all data are binned to 1-min intervals. The tripod also

contained a number of other optical instruments, aswell as

a CTD for conductivity and temperature measurements.

Compared with the underway system, the logistics of

maintenance become especially problematic for moored

deployments, where ship and diver scheduling, as well

as weather become significant challenges. These chal-

lenges are in part overcome by laying out the tripod such

that the filter is easily accessible and replaceable by the

diver, as part of routine maintenance in the event that

scheduling or weather precluded the full recovery of the

tripod.

c. Absorption and attenuation measurements

Absorption and attenuation measurements are made

using WET Labs ac-9 or ac-s instruments, in situ ab-

sorption and attenuation meters utilizing dual-flow tubes

(attenuation and absorption tubes), a collimated source

lamp, and spectral bandpass filters arranged on a rotat-

ing wheel, producing absorption and attenuation spectra

at multiple wavelengths in the visible through the near-

infrared (NIR; Moore et al. 1997; Twardowski et al.

1999). Absorption is measured using a reflective tube and

a wide-angle detector (with diffuser) and attenuation is

measured using a nonreflective tube and collimated de-

tector. The ac-9 instrumentmeasures at nine wavelengths

at a rate of 6Hz. The ac-s is a similar design, but provides

measurements at greater than 80 wavelengths using a

linear variable filter, producing complete spectra at 4 Hz,

nominal. Each instrument is available in 10- and 25-cm

pathlength versions.

In this work, we have used either theWETLabs 25-cm

pathlength ac-s or ac-9 when deploying the underway

system, and the 10-cm pathlength ac-9 when deploying

the bottom tripod. Both ac-9 and ac-s are calibrated at

the factory to produce zero output in clean freshwater.

However, field calibrations are desired in order to re-

move the effects of optical misalignment and instrument

drift since themost recent factory or laboratory calibration.

The absorption of pure water is dependent on tem-

perature and salinity in the red and NIR portion of the

visible spectrum. In situ measurements of absorption

and attenuation therefore include not only the effects of

particulate and dissolved materials, but also the differ-

ence between the absorption coefficient of the water

being measured and the reference water being used for

instrument calibration. The change in absorption can be

expressed as

Da
sw
(l, T, S)5 (T �T

ref
)C

T
1 (S� S

ref
)C

S
, (1)

where, T and S are the in situ water temperature and

salinity; Tref and Sref are the temperature and salinity

of the water used for calibration; and CT (m21 8C21)

and CS (m21 psu21) are the temperature- and salinity-

specific absorption coefficients of water (Pegau and

Zaneveld 1994; Twardowski et al. 1999; Sullivan et al.

2006). Selection of the temperature- and salinity-specific

absorption coefficients depends on the type of instrument

used. For the ac-s measurements, we use the coefficients

given in Sullivan et al. (2006), which were determined

with the ac-s instrument used in our underway system,

and are not applicable to the ac-9 because of differences

in instrument design and the optical filter bandwidth. For

the ac-9, coefficients fromPegau andZaneveld (1994) are

used.

Reflecting-tube absorption meters, such as the ac-9

and ac-s, do not collect all of the light scattered from the

incident beam, causing the instruments to overestimate

the absorption coefficient. In most spectrophotometers,

scattering correction is accomplished by subtraction of

a baseline value around 750 nm, assuming that 1) ab-

sorption is negligible in this region of the spectra, and 2)

that the scattering coefficient is spectrally flat (Bricaud

and Stramski 1990). For the ac-9 and ac-s, a more rea-

sonable scattering correction scheme can be employed

since the instruments also measure spectral beam atten-

uation. Because the spectral scattering coefficient can

be determined as the difference in attenuation and ab-

sorption, the assumption that the scattering coefficient is

spectrally flat is not needed. Instead, a first-order scat-

tering coefficient is calculated as the difference of mea-

sured (and already temperature and salinity corrected)

attenuation and absorption,

b9
p
(l)5 c

p,meas
(l)� a

p,meas
(l). (2)

This scattering coefficient will be slightly underestimated

because the uncorrected absorption is overestimated.

Absorption is corrected using the spectral shape of the

first-order scattering coefficient and by assuming that

absorption at a reference wavelength lref in the near-

infrared is negligible (Zaneveld et al. 1994),

a
p
(l)5 a

p,meas
(l)� a

p,meas
(l

ref
)

b9
p
(l)

b9
p
(l

ref
)
. (3)

For the ac-9, lref 5 715 nm is used, while for the ac-s,

lref 5 730 nm. The choice of lref 5 730 nm was made to

extend the zero absorption wavelength as far as possible

into the NIR, and was found (in the context of the com-

bined residual temperature and scattering correction)

to offer the most reasonable-looking spectra in the NIR.

Values higher than 730 nm were more vulnerable to
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increased instrument noise in wavelengths greater than

approximately 730 nm (for our instrument).

Calibration-independent particulate property mea-

surements are made by calculating the difference of the

total and filtered sea water measurements (TSW and

FSW, respectively), for example, for absorption;

aTSWmeas(l)5 a
p,meas

(l)1 a
g
(l)1 a

offset
(l)1Da

sw
(l, T, S)

aFSWmeas(l)5 a
g
(l)1 a

offset
(l)1Da

sw
(l, T, S), (4)

where ag denotes dissolved absorption, ap,meas is the

measured particulate absorption (not corrected for scat-

tering), and aoffset denotes the instrumental difference

from water absorption at a reference temperature and

with no salts.

In practice, the automated valve system is used to divert

flow through the 0.2-mm filter every hour, for approxi-

mately 5–10 min. For deployments where high variability

in dissolved absorption is expected, the filtered mea-

surement interval can be reduced. Continuously logged

raw data are binned to minute intervals, and aFSWmeas(l) is

linearly interpolated over time between the FWS mea-

surements and subtracted from aTSWmeas(l) measurements,

yielding the calibration-independent particulate spectra,

a
p,meas

(l)5 aTSWmeas(l)� aFSWmeas(l),

which must subsequently be corrected for scattering ef-

fects. The uncorrected beam attenuation spectra is simi-

larly calculated as c
p,meas

(l) 5 cTSWmeas(l)� cFSWmeas(l).

Since the periodic (and then interpolated) FSW mea-

surements are subtracted from TSW samples to give the

absorption resulting from particles ap,meas(l), the depen-

dence on clean water offset and temperature and salinity

corrections is, in principle, eliminated (because we are

assuming that the temperature and salinity differences

between TSW and FSWmeasurements is zero). Both the

clean water offsets and temperature corrections can be

sources of uncertainty in postprocessing absorption data.

The uncertainty resulting from temperature (even less so

for salinity) correction arises because the sensitivity of

water absorption in the NIR to temperature [Eq. (1)] is

approximately 0.0035m21 8C21 at 715 nm (Fig. 2b). Thus,

a small uncertainty (e.g., 0.18C) in the in situ water tem-

perature, or a change in the temperature between dis-

solved and total measurement, can lead to a significant

uncertainty in NIR absorption. This is a twofold problem

because of the uncertainty in the temperature-corrected

absorption coefficient in the NIR and because the mea-

sured absorption signal in this wavelength region is used

to correct absorption spectra for the effects of particle

scattering within the sample volume. In field data, these

uncertainties are often of the order or 0.005 m21 and

can be substantial in comparison to the absorption sig-

nals in optically clear waters, which are often,0.01m21.

In addition, the independent uncertainty in clean water

calibration (the stability of repeated calibrations and

cleaning) is also typically of the order of 0.005 m21.

d. Residual temperature and scattering correction

Because of its strong temperature dependence, a spec-

tral anomaly in the NIR region often becomes notice-

able in highly precise absorption spectra (Fig. 2a). This

anomaly is characterized by a local minimum or maxi-

mum centered near 740 nm, corresponding with the

maximum in the temperature dependence of pure water

absorption (aw) in this spectral region (Fig. 2b; see also

Pegau and Zaneveld 1993; Sullivan et al. 2006). The

maximum becomes a minimum when the sign of the tem-

perature change is inverted. At 740 nm,DT5 0.18C causes

amaximalDaw5 0.0014m21, which is comparable to the

values of particulate absorption (ap) at 676 nm for wa-

ters with about 0.1 mg Chl a m23 (see inset in Fig. 3d).

BecauseNIR apmeasurements are used in the scattering

correction of absorption spectra (Zaneveld et al. 1994),

biases in ap(lNIR) will propagate to the whole spectrum.

In a worst-case scenario these biases may even result in

negative ap values (though still significantly smaller than

the manufacturer-specified uncertainty) in certain parts

of the spectrum (Fig. 2a). In addition, changes in tem-

perature could also introduce spectral features in ap

FIG. 2. (a) Example of uncorrected particulate absorption spec-

trum (solid line) showing a spectral anomaly between 710 and

750 nm. The continuous lines with circles and triangles represent the

spectra derived from using standard correction procedures [Eq. (3)],

and the residual temperature correction [Eq. (5)], respectively.

The derived DT for this sample data was approximately 0.138C.
(b) The pure water temperature dependence CT(l) from Sullivan

et al. (2006). Note the spectral features inCT centered near 600 and

740 nm, and note that the manufacturer-specified uncertainty is

60.005 m21.
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around 600 nm that may be taken mistakenly as phyto-

plankton pigment absorption peaks (Fig. 2b).

Fluctuations in sample temperatureDT of the order of

0.18C are expected on the short temporal and spatial

scales between the filtered and total water measure-

ments resulting from finescale natural environmental

variability and to changes in sample temperature be-

tween the locations of the ac-s and thermosalinograph

(TSG). Changes in salinity that are typical of our open-

ocean study are on the order of 0.1 psu, and have a

smaller effect on asw because the maximal changes in asw
resulting from a salinity change of 0.1 psu are more than

an order of magnitude smaller than the changes in asw
resulting from a temperature change of 0.18C. Thus, in
this study variations in temperature were considered the

main cause for the observed anomalies in ap(lNIR).

To remove the spectral artifacts and overcome the de-

scribed limitations of the differencing approach that arise

because of variations in water temperature, the scattering

correction of Eq. (3) is combined with a residual tem-

perature correction accounting for the differences be-

tween the filtered and unfiltered measurements DT,

a
p(l)

5 a
p,meas

(l)�C
T
(l)DT

�
a
p,meas

(l
ref
)�C

T
(l

ref
)DT

b9
p
(l

ref
)

b9
p
(l). (5)

The scattering and temperature corrections are com-

bined because we have constraints on the true particu-

late absorption in the NIR. While the DT between TSW

and FSWmeasurements can be derived using in-line TSG

or thermistor data, in practice DT is often not known to

have a sufficiently high enough accuracy or precision. For

example, in our open-ocean campaigns, the in-line TSG

was not located optimally enough to provide the high

precision that is needed for scattering correction of such

low-absorption waters. In such a case, assuming that ap is

spectrally flat over the NIR wavelengths (Babin and

Stramski 2002), allowed us to use a spectral fitting based

on Eq. (5) to determine DT, and concurrently to correct

for the effects of temperature difference between TSW

and FSW samples and for particle scattering. The fitting

procedure is applied over the range of wavelengths in the

NIR containing the spectral anomaly lNIR, and varies DT
in order to minimize the variance in ap(lNIR). The spe-

cific cost function to be minimized is

x5�
lNIR

a
p,meas

(l
NIR

)�C
T
(l

NIR
)DT

�
�
�
�
�

�
a
p,meas

(l
ref
)�C

T
(l

ref
)DT

b9
p
(l

ref
)

b9
p
(l

NIR
)

�
�
�
�
�
, (6)

where lNIR 5 [710. . .750] nm and lref 5 730 nm. Note

that this paradigm of combining the residual temperature

FIG. 3. (a) One-fifth of the 1-min binned, uncorrected ap spectra recorded on day 31 of the

cruise; (b) spectra with only the scattering correction applied; (c) spectra with scattering and

traditional temperature and salinity corrections applied; and (d) ap spectra corrected using

Eq. (5) and the DT derived by minimizing Eq. (6). Insets show the red–NIR region where the

effects of inaccurateDT aremost apparent. Note the presence of negative ap in the visible range

in (b) and (c).
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correction and scattering correction is not limited to

the Zaneveld et al. (1994) scattering correction used here,

but it could be adapted to other scattering correction

methods, such as McKee et al. (2003), which allows for

spectral dependence in the scattering phase function, or

Tzortziou et al. (2006), which allows for nonzero partic-

ulate absorption in the NIR. Furthermore, the spectral

matching method can also be used to correct vertical

profile measurements from an ac-s.

The DT determined in the optimization is then used

in Eq. (5) to give the corrected ap(l), as well as to account

for variations in particle beam attenuation resulting from

residual temperature differences in absorption,

c
p
(l)5 c

p,meas
(l)� C

T
(l)DT.

Because the ac-9 measures at only a single wavelength in

the NIR (715 nm), the hyperspectral residual tempera-

ture and scattering correction cannot be employed. Thus,

particulate spectra for the ac-9 are taken only for the

TSW that is measured immediately following FSW in

order to minimize the DT resulting from environmental

variability. For example, the valve could be switched to

FSW for 5 out of every 10 min, and a single set of par-

ticulate spectra would be calculated for the first stable

TSW measurements after the FSW to TSW transition.

Additional uncertainty in temperature results in a bias

of NIR absorption Dap(715)5CT (715)DT, which, when
propagated through scattering correction, gives Dap(l)5
CT (715)DT [b9p(l)/b9p(715)]. Assuming that the spectral

slope of scattering is no steeper than 21, the maximum

uncertainty in absorption for the ac-9 is at 412 nm,

Dap(412) 5 CT (715)(412/715)
21DT ’ 0.006DT, and

smaller for other wavelengths.

e. Filter-pad spectrophotometric particulate
absorption measurements

As a validation to our approach, we compare the ab-

sorptions obtained by the in-line system ac meter to dis-

crete water samples that were collected periodically from

the flow-through system and processed for spectropho-

tometric particulate absorption analysis using the quan-

titative filter-pad method (Mitchell 1990; Bricaud and

Stramski 1990; Roesler 1998). Typically, 1000 ml of sea-

water from the flow-through system were collected and

filtered through Whatman GF/F glass fiber filters (with

a nominal pore size of 0.7 mm). Filtered samples were

stored in liquid nitrogen until they were shipped back to

the laboratory for spectrophotometric analysis. A Cary

3E UV–visible (VIS) Spectrophotometer was used to

measure optical densityDp over the wavelength range of

300–800 nm. Initially, particulate absorption was calcu-

lated as

a
p
(l)5 2.303[D

p
(l)� hD

p
i
750�800

]
A

eff

bV
filt

, (7)

where the factor of 2.303 accounts for the difference in

the logarithm base between the Beer–Lambert law and

the definition of inherent optical properties, andVfilt and

Aeff are the volumes of the sample filtered and effective

area of the filter pad, respectively. The effect of scat-

tering losses on the filter pad was accounted for by

subtraction of a spectrally flat baseline; here, the aver-

age of the optical density spectra over the wavelength

range of 750–800 nm hDpi750–800. The pathlength am-

plification factor b accounts for the difference in photon

pathlength through the sample on a filter pad versus in

suspension, for which Roesler (1998) derived a theoret-

ical value of 2. However, because the measured optical

densities from these samples were less than O(0.1), the

b 5 2 factor derived by Roesler may not apply because

the variability in the optical properties of the filter pad,

rather than the sample, dominate the pathlength am-

plification factor. We found the empirical power-law

b correction of Bricaud and Stramski (1990) to better fit

the ac-9 measurements,

b(l)5 1.63D
p
(l)�0.22; (8)

but, it is important to note that uncertainty in b(l) is

a dominant source of error in calculating ap(l) at low

filter loadings, and that the spectrally flat scattering

correction is used because no information on the spec-

trum of scattering is available [unlike the ac instruments,

e.g., Eq. (2)].

3. Results

a. Residual temperature correction

To investigate the proposed residual temperature cor-

rection, one-fifth of the 1-min binned spectra collected

during 1 day of a cruise in the equatorial Pacific (Equa-

torial Box Project, the R/V Ka’imimoana GP5-06) is

presented in Fig. 3. The traditional correction based on

independently measured temperature and salinity data

increases the variance in the ap spectra when compared

to a simple scattering correction (Figs. 3b,c), suggesting

that the temperature and salinity measurements are not

sufficiently accurate for correcting the optical measure-

ments. On the other hand, the proposed correction for

residual temperature differences reduces the variance of

the ap spectra and provides ap values that are always

positive in the visible region (Fig. 3d).

The frequency distributions of the observed and es-

timated DT are presented in Fig. 4 as a further test of the
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proposed methodology. The observed DT (Fig. 4a) are

obtained by computing the deviations betweenmeasured

temperatures (using the flow-through TSG) and temper-

atures obtained by linearly interpolating pairs of hourly

adjacent temperature measurements. The estimated DT
(Fig. 4b) were obtained by minimizing Eq. (6) (note that

the observed DT are derived from the same data that

failed to correct the ap spectra satisfactorily). The fre-

quency distribution of the estimated DT does not exactly

overlap the distribution of the observed DT. Neverthe-

less, the agreement between the observed and estimated

ranges of DT is remarkable, if one considers that the es-

timated DT are obtained by using the temperature effect

on themeasured spectra, without the use of a temperature-

sensing device. The basis for the slight negative bias is

unresolved, but may be due to temporal drift in the ship

thermosalinograph, or real differences in water temper-

ature reflecting the physical separation of the ac-s and

TSG in the flow-through system. It should be noted that

the scale of the absorption shown in the insets of Figs.

3b–d is 0.002 m21, which is near the specified precision

of the ac-s (60.001 m21 is typical and 0.003 m21 is the

maximum at a 4-Hz sampling rate, for wavelengths

.450 nm) and is one-fifth of the specified accuracy of

the instrument (60.01m21). Also, the spectra are much

smoother than those typically obtained from filter-pad

measurements on a bench-top spectrophotometer. These

appealing characteristics result primarily from the com-

putation of each ap spectrum as a difference of whole

seawater and interpolated 0.2-mmfilteredmeasurements.

b. Comparison with filter-pad measurements

A linear relationship is found between the filter-pad

and ac-9 absorption data (440 nm, data are from the

Equatorial Box Project, R/V Ka’imimoana GP5-05 and

GP1-06) using either b5 2 of Roesler (1998; R2 5 0.78,

rmse 5 0.0609 m21) or the empirical b of Bricaud and

Stramski (1990; R2 5 0.77, rmse 5 0.0174 m21; see also

Fig. 5). The regression offset between the ac-9 and filter-

pad absorption was zero within the precision of the ac-9

for each of the two b correction methods (0.0016 and

0.0038 m21 for the b 5 2 and empirical b corrections,

respectively). However, the regression for b 5 2 had

a slope of 0.54 (Fig. 5a), compared to the empirical b

slope of 0.68 (Fig. 5b).

While the agreement between the filter-pad and flow-

through ac-9 is good, we suspect the following four factors

contributed to the regression slopes that are different

from unity (black lines in Fig. 5): 1) differences in the fil-

tration method between the ac-9, with a high-throughput

0.2-mm membrane cartridge filter and the spectrophoto-

metric approach utilizing 0.7-mm nominal pore size GF/F

filter pads; 2) uncertainty in the b correction; 3) a wider

spectral bandwidth [full width at halfmaximum (FWHM)]

of the ac-9 instrument (10 nm) compared to the bench-

top spectrophotometer (2 nm), resulting in a flattening

of the absorption peaks with the ac-9; and 4) uncertainty

in the scattering corrections for ac-9 and filter-pad data.

Despite these differences, the consistency in the mea-

surements throughout the cruises supports the use of the

filtered–unfiltered technique to obtain high-quality par-

ticulate absorption spectra.

c. Example 1: Equatorial transect

As an example of the presented method, Fig. 6 shows

measurements made during a north–south transect along

1258Wfrom approximately 88N to 88S (R/VKa’imimoana

GP5-06) as part of the Equatorial Box Project (Dall’Olmo

et al. 2009; Behrenfeld et al. 2006). Figure 6a shows several

FIG. 4. (a) Frequency distribution of the measured DT from the

temperatures obtained by interpolating between hourly adjacent

measurements. (b) DT obtained by minimizing Eq. (6); ‘‘prcrng’’ is

half the difference between the 84th and 16th percentiles, which is

approximately one standard deviation for normally distributed

data.

1740 JOURNAL OF ATMOSPHER IC AND OCEAN IC TECHNOLOGY VOLUME 27



hours of raw measured absorption data from the 25-cm

pathlength ac-s, including periodic (hourly) filtered mea-

surements. Raw data were binned and filtered measure-

ments were linearly interpolated and subtracted from

unfiltered water measurements, yielding the calibration-

independent particulate spectra that could then be

corrected for scattering and residual temperature as

described in the section 2d, the result of which is shown in

Fig. 6b.Variation in ap(442 nm) over the entire transect is

slightly greater than 0.01 m21. However, smaller-scale

absorption features of the order of 0.005 m21 are also

observed over time scales of order 1 h or space scales of

roughly 10 km. These features are at the limit of the

factory-specified accuracy of the instrument because of

calibration and correction uncertainties, yet are well re-

solved using the differencing approach described herein.

The observed finescale variations are attributable to small-

scale patchiness in surface particulate matter distribution

[spatial variations in dissolved material are usually sig-

nificantly smaller, as inferred from filtered segments, and

are monitored using an in-line dissolved organic matter

(DOM) fluorometer].

Spectral slopes of particulate beam attenuation are

calculated as power-law fits to cp(l) } l2g as estimates of

size distribution tendencies (Boss et al. 2001). Overall,

the high values of g over this transect (Fig. 6c) suggest a

suspension dominated by small particles. Continuous

measurement of optical properties over a multiday time

series showcases a strong diel component in the particle

size distribution slope, possibly resulting from cell di-

vision (e.g., Cullen and Lewis 1995; Vaulot et al. 1995),

and a sharp front near the equator (crossed at 1842UTC

30 August 2006) with strong shift in particle size

corresponding with a cold front observed in the SST data

(Fig. 6d).

d. Example 2: Bottom boundary layer tripod
deployment

As a second example of the presented method, Fig. 7

shows measurements collected for nearly 20 days in

September 2005, with instrumentation deployed on a

bottom-mounted tripod sampling at approximately 1.2 m

above the bottom in 12-mwater depth at theWoodsHole

Oceanographic Institution MVCO. Particulate beam

attenuation in this environment, measured by a 10-cm-

pathlength ac-9, ranged from approximately 1 to 20 m21

(Fig. 7a), with a dynamic range in optical properties

driven by strong tides, ongoing destratification, and two

large storms affecting the region [Hurricane Irene (ap-

proximately yearday 250–252) that passed far offshore,

but strongly increased wave forcing (data not shown);

Tropical Storm Ophelia (approximately yearday 258–

260) passed very close to MVCO]. Cartridge filters were

replaced by divers on yeardays 252 and 262 (denoted by

dashed vertical lines in Fig. 7).

Measurements of raw filtered absorption (Fig. 7b) ex-

hibit a largely constant monotonic increase in absorption

(also in attenuation, data are not shown) over the de-

ployment, which is likely due to biofouling of the optical

windows in the ac-9 (Manov et al. 2004). The increase

near yearday 262 is associated with an advective feature

bringing increased colored dissolved organic material to

the study site. Our confidence in long-term data quality is

increased as we see continuity in the spectral slope of the

particulate beam attenuation g (see Fig. 7c) both before

FIG. 5. Comparison of ap(l) determined by flow-through ac-9 and filter-pad measurements.

Data are shown for measurements made at 440 nm for two different b correction methods:

(a) for the Roesler (1998) b 5 2 correction, and (b) for the Bricaud and Stramski (1990)

empirical correction. Black lines denote a 1:1 relationship.
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and after changes in the filter. If filter clogging and fouling

were biasing our measurements, we would expect a tran-

sient in g after the filter change, especially because of the

expected sensitivity of g to small particles that are likely

to grow within the filter. Changes in the effective pore

size of the filter resulting from clogging would also likely

result in an increasing bias of g as filters age. Figure 7d

shows the measured flow rate during the filtered samples.

At the beginning of the deployment, the system with

a new filter achieved flow rates of ;2 l min21. Clogging

of the filter over time was apparent, but flow rates of

;2 l min21 were restored after replacing the filter. Be-

tween yeardays 252 and 262, flow rates decreased and

asymptotically approached a value of approximately

0.7 l min21. Sporadic reductions in flow rate are also

visible in the time series and likely were due to the

turbine-style flow sensors that are used in early versions

of the system. Turbine flow sensors are not compatible

with particulate-laden suspensions and accordingly they

have been replaced with paddlewheel-style sensors in

more recent versions of the underway system.

4. Discussion

Implementation of either the moored or underway

systems described here requires consideration of a num-

ber of factors, specifically, the logistical limitations of the

field work at hand, and the frequency of filter samples,

filter replacement, and filter cleaning. For example, in

general there are no simple rules for determining how

often the cartridge filter should be replaced. Instead, the

replacement frequency is likely to be determined in part

by the logistics of the diver operations or instrument re-

covery and redeployment in the case of a mooring, or as

a consequence of available technician time and ease of

access to the instrumentation package in the case of an

underway system. In either situation, the expected life-

time of a filter is also dependent on the environment that

is being observed (e.g., turbid waters clog cartridge fil-

ters faster than oligotrophic waters). The frequency of

filtered measurements also impacts filter lifetime, with

more frequent filtered measurements causing more

rapid clogging. We typically replace cartridge filters in

FIG. 6. Time series of particle absorption and attenuation measured during a transect crossing the

equator at 1258W. (a) Four hours of high-resolution ac-s data from 27 Aug 2006 show periodic FSW

measurements, which are interpolated and subtracted from TSW data. (b) Computed ap data for whole

transect. (c) Relative changes in particle size as indicated by g exhibit a diel pattern indicative of cell

growth and division and (d) a distinct front corresponding to SST data.
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underway systems from once per week to once every

other week, and we designed our moored systems in

turbid waters for weekly replacement by divers. In both

cases, we find no evidence of degradation (e.g., based on

continuity of g and afilt before and after filter changes) in

measurement quality resulting from filter overloading,

even when filters were left in place for longer than 1 week

at;1 m above the bottom in a turbid bottom boundary

layer (Fig. 7). In some environments with significant

particle loads, using an additional, coarser (e.g., 5 mm)

prefilter could prolong the life of the more expensive

submicron filters.

The significant reduction in flow rate over time for the

turbid bottom boundary layer measurements (Fig. 7c)

indicates that significant material was retained on and

within the filter. Before deploying the system for the first

time, we expected to see decreases in filtered absorption

after the replacement of the cartridge filters, suspecting

the filter (and the biological community making it their

home) to be a source of dissolved organic matter. The

data shown in Fig. 7b do not support this hypothesis.

After the first filter replacement, a small decrease in

filtered absorption is found [Dafilt(440) ; 0.005 m21],

while after the second filter change no difference is ev-

ident. This is most likely due to the large volume of water

flushing the filter. Bacterial film grown on the optical

surfaces of the ac instruments would lead to a decrease in

transmission through optical windows, as well as a de-

crease in the reflectance of the absorption tube. This

could result in an increase inmeasured absorption, aswell

as a decrease in instrument sensitivity.

The utility of underway measurement systems has al-

ready been demonstrated in examining processes over

large spatial and long temporal scales (Colebrook 1979;

Balch et al. 2004; Holley and Hydes 2002; Kirkpatrick

et al. 2003) and the technology has now matured to the

FIG. 7. Raw time series of (a) measured total attenuation and (b) filtered absorption. (c) Particle size as

indicated by g derived from spectral beam attenuation. (d) Measured flow rate during the periodic fil-

tered samples (some data are missing resulting from the logging malfunction). Dashed vertical lines

denote filter cartridge replacement by divers.
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point that FerryBox and other underway systems mea-

sure not only typical physical parameters, such as tem-

perature and salinity, but also pH, turbidity, dissolved

organic, chlorophyll fluorescence, and pCO2 (FerryBox

2009; Dandonneau 1995). Sensor maintenance and cal-

ibration is largely automated using the injection of

cleaning agents and clean water into the flow stream

(Kirkpatrick et al. 2003). While the technology has im-

proved, high-accuracy optical measurements have proved

difficult to obtain (FerryBox 2009) in such systems. The

exciting potential in themethod presented here is not only

in short deployments of a fewweeks, as described, but also

in longer-term seasonal and multiyear automated de-

ployments. Currently, we have installed a flow-through

system with an ac-s onboard the R/V Tara (information

available online at http://oceans.taraexpeditions.org), a

sailing research vessel that has recently embarked on a

3-yr around-the-world mission to measure ocean prop-

erties (Fig. 8). Currently, the system is being maintained

(approximately weekly cleaning and filter replacement)

by ship technicians. One can envision, however, a system

with filter banks that is able to automatically switch to a

new filter on a schedule or when the current filter is

sufficiently fouled (e.g., for remote mooring applica-

tions). The system would also benefit from a cleaning

cycle such as that used in the FerryBox systems.Using the

periodic measurement of ‘‘pure’’ water would also allow

for quantitative measurements of dissolved absorption.

Such a system would be able to make unattended mea-

surements on vessels of opportunity or moorings for

several months.

5. Summary

Acquiring in situ particulate absorption data from a

shipboard flow-through system in clear open-ocean wa-

ters is difficult when absorption values are of the same

order of magnitude as the uncertainty in pure water

calibrations. Proper pure water instrument calibrations

at sea are challenging and rarely conducted at a sufficient

frequency to correct for effects of instrument fouling and

drift. By taking the difference between temporally ad-

jacent total and filtered seawater measurements with

a switchable 0.2-mm filter cartridge, we produced ab-

sorption spectra that are within the resolution of the

instrument and are independent of clear water calibra-

tions, offsets resulting from drift in instrument elec-

tronics or optics, fouling of optical windows, and, in

principle, temperature and salinity correction.However,

because sample temperatures vary between whole and

filtered water measurements, a residual temperature cor-

rection is needed to account for this DT, especially in

clear waters where sample temperature data with accu-

racy better than ;0.058C are needed for scattering cor-

rection of absorption data.

Here we described a methodology for scattering cor-

rection needing onlymeasured hyperspectral absorption

spectra. The technique makes use of spectral matching

between observations and the expected effect of tem-

perature on pure water absorption to derive the un-

knownDT. Results show that ap spectra processed in this

way are more physically realistic than those obtained

by applying the traditional temperature and salinity

correction.

We have also shown that data collected with an ac-9

using the difference method are consistent with discrete

filter-pad particulate absorption analysis calculated in the

laboratory using a spectrophotometer. The flow-through

differencing technique allows measurements of particu-

late optical properties at high sample rates over a variety

of time and space scales and at the limit of ac-9 accuracy.

Having the ability to make such measurements in a wide

range of waters, from optically clear to turbid nearshore

waters, at high temporal and spatial resolution, will im-

prove our ability to resolve small-scale structure in the

open ocean, as well as collect large datasets needed for

validation of ocean color remote sensing and biogeo-

chemical models.
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