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Abstract 

The self-shading of in-water optical radiometers for measuring upwelling radiance (L,) and 
irradiance (E,) is estimated from Monte Carlo simulations of the light field in the presence and 
absence of the instrument. It is found that the error (E) induced by the presence of the radiometer 
is a function of its size and the absorption coefficient (a) of the medium, i.e. when E 5 15-20% the 
error is independent of the scattering coefficient (b). Direct measurement of L, or E, with e I 5% 
places severe limitations on the instrument size, e.g. in the case of a cylindrical housing and small 
solar zenith angles (the worst case) the diameter of the instrument must be s 1/30a for E’, and ,( I/ 
1OOa for L,. A correction method based on a simple model oft is proposed and it is shown that 
when used these constraints on the diameter are reduced to d 1/6a and 5 1/30a, respectively, for 
an after-correction error of 5%. The self-shading error is estimated across the spectrum as a function 
of the pigment concentration of case 1 waters, and it is found that it can be large for typical 
radiometers, especially at high pigment concentrations or wavelengths >600 nm. 

The next generation of ocean color sen- 
sors, such as SeaWiFS (NASA 1987) will 
have radiometric sensitivities (through in- 
creased signal-to-noise and finer resolution 
intervals) superior to the Coastal Zone Col- 
or Scanner (CZCS) (Gordon et al. 1980; 
Hovis et al. 1980). They also will be 
equipped with additional spectral bands, e.g. 
a band near 400 nm to separate the detrital 
and viable phytoplankton signals, and near- 
infrared (NIR) bands at 765 and 865 nm to 
aid in atmospheric correction. The ratio- 
nale for the NIR bands is that a negligible 
amount of radiance will exit the ocean at 
these wavelengths, and this allows an as- 
sessment of the properties of the atmo- 
sphere required for removal of its “noise” 
(Gordon et al. 1983; Gordon and Morel 
1983). In case 1 oceanic waters (Morel and 
Prieur 19 7 7) during intense phytoplankton 
bloom conditions or case 2 coastal waters, 
however, the water-leaving radiance in these 
bands will no longer be negligible. Thus, in 
preparation for these new ocean color sys- 
tems, there is interest in measuring the wa- 
ter-leaving radiance, or the upwelling ra- 
diance just beneath the surface (LU) (units 
given in list of notation), and the upwelling 
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irradiance (El,) in the NIR as a function of 
the concentration of the constituents of the 
water-pigments and seston load. 

The very large absorption coefficients in 
the NIR, e.g. the absorption coefficient of 
pure water being 2.5 and 5.1 m-l at 765 and 
865 nm (Hale and Querry 1973), means that 
the perturbation of the in-water light field 
by the presence of the sensor, and in par- 
ticular its housing, can produce a significant 
error in measurement. For example, if the 
size of the instrument housing is of the order 
of the absorption coefficient (a) of the me- 
dium, it is likely that a significant portion 
of the medium that is accessible to the sen- 
sor, considering its field of view and ab- 
sorption, is in the shadow of the housing, 
i.e. not exposed to direct sunlight. 

In this paper we use Monte Carlo radia- 
tive transfer simulations to quantify the 
magnitude of the error induced by this self- 
shading and show that without corrections 
it can be reduced to manageable limits in 
the NIR only by utilizing instruments whose 
size is a small fraction of the absorption 
length 1 /a. A correction scheme is proposed 
that can relax this constraint significantly. 

Radiance in the ocean is governed by the 
radiative transfer equation (RTE). Typical- 
ly, for studies of the in-water light field, it 
is assumed that either the ocean is homo- 
geneous or its optical properties depend only 
on depth (not on horizontal position). Fur- 
thermore, illumination of the sea from the 
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Notation p-P 
Absorption coefficient, m- I 
Scattering coefhcicn t, m-l 
Volume scattering function, m-l ster-’ 
Attenuation coefficient (n + b), m-1 
Pigment concentration, mg m-3 
Diameter of the sensor housing, m 
Maximum D for a given C, m 
Relative error in L, or E, 
Upwelling and downwelling irradiance 

at z = 0, mW cm-2 pm-’ 
Upwelling and downwelling radiance at- 

tenuation coefficient, m-l 
K(PAR) Attenuation coefficient for PAR, m- l 
-L Upwelling radiance at z = 0, mW cm-2 

grn-l ster-I 
R Radius of the sensor housing, m 
flo Solar zenith angle, degrees 
e OIV Solar zenith angle in the water, degrees 
4) Single scattering albedo (b/c) 
Z Depth, m 
.I._ --- 

sun and sky is assumed to be independent 
of horizontal position. Under these condi- 
tions, the RTE is greatly simplified and ra- 
diance is independent of horizontal posi- 
tion, depending only on depth and viewing 
direction. The RTE and some properties of 
its (numerical) solutions obtained in such 
oceans are provided by Gordon (1989). For 
the present study, however, although the 
ocean is assumed to be homogeneous, the 
presence of the instrument destroys the hor- 
izontal translational invariance of the so- 
lution and the full dependence of the radi- 
ance on position (vertical and horizontal) 
must be determined. 

The light field is governed by the inherent 
optical properties (Preisendorfer 196 1) of 
the medium, the beam attenuation coeffi- 
cient (c), and the volume scattering func- 
tion, [P(a)] (i.e. the differential scattering 
cross-section per unit of volume). The beam 
attenuation coefficient is related to the ab- 
sorption (a) and scattering (6) coefficients 
through c = a + b. Two auxiliary optical 
properties that are widely used in radiative 
transfer theory are the scattering phase func- 
tion P = P/b and the single-scattering albedo 
or photon survival probability w. = b/c. In 
the results presented here, the scattering 
phase function used for the medium is iden- 
tical to “KA” used by Gordon et al. (197 5) 
and corresponds to measurements made by 
Kullenberg ( 1968) in the Sargasso Sea in the 
red (632.8 nm). This phase function is be- 

lieved to be appropriate because we are most 
interested in the red-NIR portions of the 
spectrum; we shall demonstrate later, how- 
ever, that our results are not particularly 
sensitive to scattering and hence should be 
nearly independent of the scattering phase 
function. 

In the simulations the instrument is imag- 
ined to be a circular disk of radius R floating 
just beneath the sea surface. The sensor it- 
self is treated initially as a point at the center 
of the disk (Fig. 1). The disk represents the 
housing of the instrument which, when il- 
luminated by solar irradiance, casts a re- 
fracted shadow as shown in Fig. 1. In ,reality, 
the instrument housing would more likely 
be a cylinder, which would cast an even 
larger shadow, so the results that we present 
must underestimate the influence of the in- 
strument. This larger shadow will be farther 
removed from the sensor, however, and will 
have only a minor effect when the absorp- 
tion coefficient of the medium is large, par- 
ticularly in the case of L,. The sensor, as 
shown in Fig. 1, measures the radiance L, 
with a finite field of view; in our simula- 
tions, the field of view is infinitesimal. Sim- 
ulations are also carried out in which the 
sensor measures upwelling irradiance, E, 
(i.e. has a 27r field of view). 

Initially, in both simulations the incident 
irradiance is from the sun only. The con- 
tribution to L, and E, from skylight incident 
on the sea surface can be neglected for wave- 
lengths ~600 nm, because it should not ex- 
ceed 10% of the total in this spectral range. 
To apply the results to wavelengths ~600 
nm, however, we must also determine the 
influence of skylight, and this application is 
effected with the aid of a simplified model 
of skylight. The solution of the radiative 
transfer equation is carried out utilizing the 
backward Monte Carlo technique with cor- 
related sampling. It is the same computer 
code used to estimate the perturbation of 
the in-water light field due to the presence 
of a ship on the sea surface (Gordon 198 5). 
The code was modified only to accommo- 
date the assumed shape of the sensor, which 
replaces the ship (i.e. Fig. 1). A detailed dis- 
cussion of the .method is provided by Gor- 
don (1985). 

In the situation depicted in Fig. 1, it is 
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Fig. 1. Schematic of the geometry of the simula- 
tions for a point sensor. 

easy to show that for a given 8, the measured 
radiance depends on c and R only through 
the product CR. Thus, in the computations 
R is fixed at 1 m and c varies from 0.01 to 
30 m-l. Given c and the scattering phase 
function, the optical properties of the water 
are determined by specifying wo. Error E (in 
%) in the measured value of L, just beneath 
the surface as a function of CR is estimated 
(Fig. 2) for o. = 0.5, 0.7, 0.9, and 0.95. E is 
defined by 

L true _ L measured 
EZ 24 u 

L true . (1) 
u 

Notice (Fig. 2) that the range of the error in 
Eq. 1 is from 0 to 100%; when the error is 
near 1 00%, however, Lumcasured is only a small 
fraction of L:me. Recalling that multiple 
scattering increases with o. (the fraction of 
c due to scattering), one would expect that, 
for a given c, as o. increases the shadowed 
region in Fig. 1 would fill in with light and 
the error would become smaller. Figure 2 
seems to confirm this expectation. When CR 
= 1 the error decreases from k 90% to -25% 
as o. increases from 0.5 to 0.95. 

When the computations in Fig. 2 are plot- 
ted as a function of aR rather than CR (Fig. 
3) the errors fall on what appears to be a 

CR 

Fig. 2. Error in L, defined in Eq. 1 as a function of 
CR. The curves from left to right correspond to in- 
creasing values ofo, from 0.5 to 0.95. The lines simply 
connect the points to separate the various values of wO. 
RJ = 30". 

proximately independent of oo. In fact, the 
dependence on o. progressively weakens as 
the solar zenith angle increases (Figs. 3, 4). 
Also, when the error is small, there is vir- 
tually no dependence of the error on oo, 
suggesting that it should be possible to mod- 
el the aR < 1 portion of the curves in Figs. 
3 and 4 by ignoring scattering completely. 
To do so we assume that in the absence of 
the instrument LutrUe(z) = Lutrue(0) 
exp(-K,z), where Ku is the upwelling ra- 
diance attenuation coefficient and z is depth. 
(Note that there must be some scattering 
because this phenomenon is the origin of 
L,, so we are really assuming only that w. 
< 1, i.e. b e a.) Let z. be the depth at 
which the sensor field of view leaves the 
instrument shadow as shown in Fig. 1. Then, 

Fig. 3. Error in L,, defined in Eq. I taken from Fig. 
“universal” curve in which they are ap- 2 and replotted as a function of aR rather than CR. 
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Fig. 4. As Fig. 3, except (A) 8, = 10” and (B) 0, = 
70”. 

ZO = R/tan do,,,, where 8,, is the refracted 
solar zenith angle given by Snell’s law: 
m,sin eo, = sin 60, with m, = 1.338. Now, 
because of the absence of direct sunlight, 
there is no upwelled radiance added to L, 
between z. and the surface, so Lumeasured(0) 
=: L t”e(zo)exp( -az,) where we have used 
the &sumption that b < a. Combining, we 
have Lulneasured (0) = Lutrue (O)exp[ - (a + 
K,)z,], or Lumcasured (0) e L,‘rue(O)exp[ - 2az,] 
where K, is approximated by a. Thus, the 
error in Eq. 1 is 

c = [l - exp(-kaR)] (2) 

where k = 2/tan &,,. The Monte Carlo sim- 
ulations (Fig. 3) clearly fit Eq. 2 well for aR 
5 0.1 (Fig. 5), and Eq. 2 also describes the 
general shape of the curve. Deviations from 
the model are due only to scattering and 
thus represent a true filling in of the geo- 
metrical shadow in Fig. 1 with light. For 
smaller values of e. where the error is more 
strongly dependent on w. (i.e. the filling in 
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Fig. 5. Comparison between the Monte Carlo sim- 
ulations of the error in L,, for the same simulations as 
in Fig. 3 with the result of the analytical model. 

of the geometrical shadow becomes impor- 
tant), the maximum of aR for which the 
analytical model applies is reduced: aR s 
0.01 and 0.03 for & = 10” and 20”. When 
8, = 0, the analytical model breaks down 
and the error is found to be strongly depen- 
dent on o. for all values of aR that we ex- 
amined (aR 2 0.0005). 

Anticipating that the analytical model 
may be useful for providing a correction for 
the shadowing error (when it is small and 
therefore independent of w,), we have fitted 
E for aR 5 0.1 to Eq. 2 with k replaced by 
a variable k’, itself determined by a least- 
squares analysis. The. k’tan Bow values are 
all reasonably close (within -20%) to the 
value of 2 predicted by the analytical model 
(Table 1, point sensor). Simulations of the 
error in the upwelling irradiance E, have 
also been carried out (Fig. 6). Error in E, is 
similar to that of L,; in the case of E,, how- 
ever, dependence of the error on w. is very 
weak even for B0 = 0. Although no analytical 

Table 1. Values of k’tan fi,,, derived by fitting the 
Monte Carlo results for the error in L, to Eq. 2. 

fl” Point sensor Finite: sensor 

10” 2.17* 1.79* 
20” 2.23”r 1.83-t. 
30” 2.23 1.76 
40” 2.29 1.84 
50 2.37 1.92 
60” 2.41 1.97 
70” 2.45 2.01 

- 
* aR 5 0.01. 
t aR 5 0.03. 
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Fig, 6. Irradiance error as a function of aR for (A) 
B. = 0” and (B) B0 = 70”. 

model for the irradiance error has been 
worked out, the similarity of the shapes of 
the curves in the figures for L, and E, sug- 
gest that for aR < 1 the E, error should 
also fit Eq. 2 with kreplaced by k’. (cf. Table 
2, point sensor). Unlike the error in L,, the 
error in E, is a very weak function of 8,. 
(Recall that for L,, k’ - 2/tan &,,.) 

As a guide for the design of instrumen- 
tation for measuring L, and E,, we have 
computed the value of aR that results in a 
5% and 10% error in L, or E, (Fig. 7A). 
This guide used the fits of the Monte Carlo 

Table 2. Values of k’ derived by fitting the Monte 
Carlo results for the error in S, to Eq. 2. 

Point sensor Finite sensor 

10” 3.14 2.56 
20” 3.05 2.49 
30” 2.94 2.39 
40” 2.80 2.28 
50 2.64 2.15 
60” 2.47 2.03 
70” 2.33 1.91 

0.03 11 &iirri%~: ; 

OS!0 ,II~I,,,,I,,,,I,,,,I,I,,I,,,,I,,l,I,,,IIll,,I,ll, 
IO 20 30 40 50 60 70 80 90 

190 

Fig. 7. Maximal value of aR allowed for 5 and 10% 
errors in L, or E,, as a function of the sun angle for (A) 
a point sensor and (B) a finite sensor. 

results to Eq. 2 for those simulations with 
aR P 0.1. The value of k’ (Table 1) is used 
in place of k in Eq. 2 to estimate aR for a 
given error. Note that this procedure pro- 
vides the maximal value of aR for a given 
error. As expected, in the case of E, the 
maximum aR is only weakly dependent on 
B0 in contrast to a strong and almost linear 
dependence for L,. The more striking as- 
pect, however, is the very small values of 
aR required for measurements with errors 
no larger than - 5-10%. For example, in the 
least restrictive case (EU and an error of 10% 
at B0 = 70”) the maximal aR < l/20 (i.e. the 
maximal radius of the instrument housing 
must be s 1/20a). For o0 = 0 the corre- 
sponding value is 1/30a. For a 5% error 
these values are halved, and direct mea- 
surement of E, at 765 and 865 nm with an 
error of 15% for all values of f$ requires a 
sensor with a housing having a maximal 
radius of -0.66 and 0.33 cm, respectively, 
assuming the absorption coefficient of pure 
water. For radiance, maximal radii are even 
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Fig. 8. Estimate of the maximal value of aR al- 
lowed for an error ~5% in L,, or E, for direct sunlight 
illumination when the self-shading correction method 
described in the text is applied. For skylight illumi- 
nation, the maximal value of aR for I,,, and E, corre- 
sponds to the sunlight illumination case with f&, - 35” 
and 45”. 

smaller and also depend strongly on theso- 
lar zenith angle, e.g. in the worst case (L, 
and an error of 5% near 8, = 0) the instru- 
ment radius must be 5 1/200a. 

For instruments with the design con- 
straints described above, it is likely that the 
sensor will occupy a significant fraction of 
R. Thus, we have carried out additional 
simulations in which the sensor itself oc- 
cupies the entire base of the instrument (i.e. 
has a radius R). For them, L, and E, errors 
are qualitatively similar to those for the point 
detector. An analysis of the error using Eq. 
2, in a manner similar to that for the point 
detector above, for the finite sensor yields 
the values of k’tan I$,, and k’ (Tables 1 and 
2, finite sensor). Using these values of k’, 
values of aR for 5 and 10% errors in L, and 
E, for the finite sensor have been computed 
(Fig. 7B). Only a small relaxation (-20%) 
of the constraint on aR with the larger sen- 
sor (Fig. 7A vs. 7B). 

It is important to note that instruments 
may be larger than suggested in Fig. 7, if the 
shadowing error can be corrected. Such a 
correction can be made if the radiance or 
irradiance errors are sufficiently small and 
independent of wO. In this case, the error can 
be described by Eq. 2 with k replaced by k’ 
in Table 1 or 2 and can be estimated ac- 
curately, and corrected, on the basis of aR 
alone. If aR is too large, however, correc- 

tions for self-shading cannot be made with- 
out knowing all of the inherent optical prop- 
erties of the medium under study. 

For a given desired accuracy for L,f”” (or 
E,“““), it is possible to estimate the maximal 
allowed value of aR such that the shading 
correction can be made. To do so, we re- 
write Eq. 1 

Ll measured 
L true = 

34 1-c ’ 

This form is used to correct the measured 
L, for shading. Using Eq. 2 (with k replaced 
by k’ in Table 1) to estimate E will result, 
however, in an error AC. This error produces 
an error in the retrieved of L,‘” given by 

G4”“” AC --=- 
L true 

u l--E 

(i.e. the error in retrieved value of Lutwe 
equals the % error in c divided by 1 - E). 
The 1 - E factor underscores the necessity 
for c to be small to make a good correction. 

For each of our simulations, we have de- 
termined AC/( 1 - c) by comparing the value 
of E derived from Eq. 2 with k’ from Table 
1 to that directly determined in the Monte 
Carlo simulation. For a desired accuracy of 
5% in L, (or E,,) the maximal value of aR 
allowed in order to achieve it was estimated. 
It could not be precisely determined because 
the computations were much too sparse in 
aR - w. space. This estimate (Fig. 8) may 
be - 10-l 5% too low for L, and E,. Note 
that aR for E,, is significantly larger than for 
L, at small sun angles, which reflects the 
fact that E, has less dependence on o. for 
small flo. In contrast, the situation is re- 
versed for large Bo, as a comparison of Figs. 
4B and 6B would suggest. Comparing Figs. 
7A and 8 shows that a significant reduction 
in the constraint on aR (a factor of 4-15 
depending on 8,, when skylight can be ig- 
nored) can result from using the correction 
method described above. 

Since our interest has centered on the NIR 
portion of the spectrum, skylight has been 
ignored in the computation thus far. We 
now investigate the effect of skylight by as- 
suming that the sky radiance incident on 
the sea surface is independent of direction 
(uniform radiance distribution). Note that 
this model is also reasonable for completely 
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- w, = 0.5 and 0.95 

15- 

aR 

Fig. 9. Monte Carlo simulations (0) of the error in 
L,, defined in Eq. 1 as a function of aR compared with 
the analytical model (Eq. 2) with &, = 30” (line). Inci- 
dent illumination is from a sky of uniform radiance. 

overcast conditions. In our Monte Carlo 
simulations the computed radiances L,(8,) 
and ii-radiances E,(8,) are normalized to a 
unit of irradiance from the sun on the hor- 
izontal sea surface, i.e. Ed(sun) = F,cos &, 
where FO is the irradiance on a plane normal 
to the solar beam. If we assume that the sky 
provides uniform radiance, the upwelling 
radiance L,(sky) and the irradiance E,(sky) 
just beneath the sea surface are given by 

s 

w/2 

L,(W) = L,&)sin( 28,) d&, 
0 

and 

s 

T/2 

&(W = E,(B,)sin(20,) de0 
0 

where L,(sky) and E,(sky) are normalized 
to E,(sky), the downwelling irradiance from 
the sky at the sea surface. Thus, we can 
compute the error in the case of skylight- 
only illumination by replacing L, in Eq. 1 
by L,(sky) or E,(sky) (cf. Fig. 9 for o. = 0.5 
and 0.95-the extremes of our simulation 
set). 

This analysis shows that the L, error in 
the case of uniform sky illumination also 
becomes independent of scattering for suf- 
ficiently small aR (e.g. aR 5 0.05) and that 
it can be computed accurately from Eq. 2 
with B. x 30” in the small-aR regime. Sim- 
ilar computations have been carried out for 
E,(sky) for a point sensor, and for L,(sky) 
and E,(sky) for a finite sensor. For them, 

Table 3. Values of k’ derived by fitting the Monte 
Carlo results for the error in L,(sky) and E,,(sky) to 
Eq. 2. 

Quantity Point sensor Finite sensor 

L,(W) 4.61 3.74 
&WY) 2.70 2.22 

the error has been fitted to Eq. 2 with k 
replaced by k’, and k’ determined (Table 3) 
in a manner similar to the case of direct 
sunlight (Tables 1 and 2). The values of k’ 
in Table 3 can be used directly to estimate 
the error for completely overcast condi- 
tions. 

Except in cases of complete overcast, the 
sea surface receives irradiance from both 
the sun and sky. Under such illumination, 
the error in L, is 

E(sun) + t$sky) x ratio 
E= 

1 + ratio (3) 

where 

&WY) ratio = - X 
L$““(sky) 

&Iwo L,*‘ue(sun) ’ 

c(sun) and c(sky) are the errors for illumi- 
nation solely from the sun and sky, and 
Ed(sun) and E,(sky) are the n-radiances on 
the surface from the sun and sky. Note that 
our LulrUe is normalized to unit irradiance 
Ed on the sea surface, so EdLutrUe is the actual 
upwelling radiance that would be observed 
with an instrument casting no shadow. A 
similar equation can be written for the error 
in E,. 

To utilize Eq. 3 it is necessary to know 
L:“(sky)lL,t”“(sun). Over most of the range 
in sun angles (Fig. lo), the radiance ratio 
varies between -0.85 and 1.15 (i.e. by only 
- + 15%). The reader is cautioned that this 
ratio is dependent on the phase function and 
that for phase functions with a pronounced 
backward peak the variation near B. = 0 
would be stronger than shown in Fig. 10, 
especially for small wo. An investigation of 
the influence of the phase function on this 
radiance ratio, however, is beyond the scope 
of the present study. Thus, to a good ap- 
proximation, we can take L,“““(sky)/ 
L ‘Ne(sun) = 1, and the radiance error de- 
p&ds only on o. and E,(sky)lE,(sun). The 
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Fig. 10. Sky-sun radiance ratio for use in Eq. 3. 
Smaller values of w,, have larger variation in the ratio 
with 8,. 

procedure for estimating the self-shading- 
induced error in the radiance when the error 
is sufficiently small is straightforward: mea- 
sure E,(sky)lE,(sun) with the method de- 
scribed by Gordon (1989); use k’ in Table 
1 corresponding to the given value of O. in 
Eq. 2 to estimate c(sun) in Eq. 3; use k’ in 
Table 3 to estimate e(sky) in Eq. 3; and es- 
timate a by taking it to be that of pure sea- 
water (a good approximation in the NIR) 
or by other means, e.g. approximate it by 
the inherent downwelling irradiance atten- 
uation coefficient just beneath the sea sur- 
face (Gordon 1989). For E,, the procedure 
is the same. 

It is instructive to estimate the maximal 
instrument diameter D,,, for a given ac- 
curacy across the spectrum (Fig. 11). ‘The 
situation shown in Fig. 11, 13~ = 30”, is par- 
ticularly simple since the direct sunlight and 
skylight errors are almost identical, and no 
distinction between the two forms of illu- 
mination is necessary. In preparing the fig- 
ure the absorption coefficient is taken to be 
made up of that due to pure seawater and 
that due to phytoplankton, i.e. a = a, f a,. 
We have taken the absorption coefficient of 
pure seawater a, from Smith and Baker 
(198 1) and the absorption coefficient for 
suspended particles a, from the model Gor- 
don (1989) utilized, based on the work of 
Prieur and Sathyendranath (198 1) in which 
aP is provided in terms of the sum of the 
concentrations of Chl a and pheophytin a 
(i.e. the pigment concentration C). The con- 
tribution to absorption from other constit- 

lo+3 I , I , , I I I I I , , , I , , , , , , , , , , 

D mu for a 590 error ink, I 
C=O, Land lOmg/m 
IYQ = 300 

Wavelength (nm) 

Fig. 11. D,,,, as a function of the pigment concen- 
tration C (case 1 waters) such that the error in the direct 
measurement of L, is 15%. C increases from top to 
bottom. If corrections are applied as described in the 
text, D,,, could be increased by a factor of -6 and an 
error 15% could still be achieved. 

uents, such as yellow substances, has been 
ignored, but their effect would be to reduce 
D max, so that %,, in Fig. 11 is an upper 
limit. 

The curves in Fig. 11 show, for example, 
that when D = 10 cm, the shadow-induced 
error is > 5% for nearly all wavelengths > 600 
nm and when C >, 10 mg m-l the error is 
>5% for the entire spectrum. At high pig- 
ment concentrations the computed D,,, in 
the 400-500-nm spectral region is smaller 
than many traditional instruments. This re- 
sult implies that corrections for instrument 
self-shading should be applied if measure- 
ments with t < 5% are required. As dis- 
cussed earlier, D,,, is < 1 cm in the NIR 
and independent of C. 

Using this graph, it is easy to compute 
the error as a function of wavelength for an 
instrument of a given size. Let D be the 
diameter of the instrument and D,,, the 
diameter that produces an error of 5%. Then 
the error E when the instrument is used is 
given by 

c = 1 - (0.95)0’Dmax. 

As an example, we compute E (Fig. 12) for 
the well-known Scripps spectroradiometer 
(Tyler and Smith 1966, 1970), for which D 
= 35 cm, operating in the I;,, mode (Austin 
1980; Tyler and Smith 1967). For this in- 
strument the error is ~5% only in the 400- 
500-nm region and then only for C < 1 mg 
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m-l. Using this instrument (uncorrected) for 
developing ocean color algorithms (Austin 
1980; Clark 198 1; Gordon and Clark 1980) 
would introduce a pigment-dependent error 
in the ratio of L, at 440 nm to that at 550 
nm ranging from a ratio that is -4% too 
high at C = 0 to one that is 12% too low at 
C = 10 mg mm3. For wavelengths > 600 nm, 
the error exceeds 20% for all values of C 
and becomes very large in the NIR. 

Clark’s (198 1) spectroradiometer, which 
was used to derive the Coastal Zone Color 
Scanner (CZCS) pigment algorithm, was 
somewhat larger (D x 42 cm), leading to 
even larger errors. Clearly, corrections for 
self-shading are required for these instru- 
ments and for the remote-sensing algo- 
rithms derived from them, but the small 
bias introduced by shadowing will likely be 
less than the inherent “noise” in the algo- 
rithms caused by, for example, variations 
among species. For the situation in Fig. 12, 
corrections are feasible using the techniques 
described here as long as aR 5 0.06 (Fig. 
8), i.e. a 5 0.1210 = 0.34 m-l, which is 
satisfied for wavelengths 5650 nm. 

The simulations provided in this paper 
quantify the magnitude of the self-shading 
of optical radiometers operated just beneath 
the sea surface and show that typically in- 
struments will require corrections under 
some conditions. Although a correction 
technique has been proposed, and its range 
of validity estimated (Fig. 8), instrument 
builders are still encouraged to make radi- 
ometers as small as feasible to reduce the 
self-shading error and to allow a less accu- 
rate value to be used for the (usually) un- 
known absorption coefficient required to 
make the correction. For the NIR, Fig. 8 
can be used to estimate the maximal value 
of D such that, when corrections for self- 
shading are made, the error in L, or E, will 
be ~5%. for L, the maximal D values are 
-2.4 and 1.2 cm at 765 and 865 nm, re- 
spectively, for e. 2 20”, while for E,, the 
corresponding values are - 6.4 and 3 cm for 
00 1 0. 

Two phenomena that have not been con- 
sidered in the present computations are sur- 
face waves and inelastic processes such as 
fluorescence and Raman scattering (Mar- 
shall and Smith 1990; Stavn and Weide- 

44w 500 600 700 800 

Wavelength (nm) 

Fig. 12. The error E in the direct measurement of 
L, at various pigment concentrations for an instrument 
the size of the Scripps spectroradiometer. 

mann 1988). Surface roughness will cause 
the shadow in Fig. 1 to fill in with direct 
sunlight and decrease the error, but the sim- 
ulations of Preisendorfer and Mobley (1986) 
suggest that this effect could be significant 
only for large values of & for which the self- 
shading error is already minimal. The Gor- 
don (1985) code does not consider inelastic 
processes, so we will use the analytical mod- 
el described earlier to estimate bounds for 
the error in their presence. In general, in- 
elastic scattering produces what is believed 
to be only a small part of the upwelling light 
field at the sea surface (Stavn 1990). An 
exception is the in vivo solar-stimulated flu- 
orescence of Chl a (Gordon 1979), which 
often accounts for most of the upwelled light 
in case 1 waters near 68 5 nm. 

We consider a situation in which L, is 
generated only by Chl a fluorescence, i.e. 
the absence of elastic scattering. Fluores- 
cence is proportional to the number of 
quanta absorbed by the phytoplankton, 
which near the surface is proportional to the 
product of the average (over the spectrum) 
absorption coefficient and the photosyn- 
thetically available radiation (PAR). Since 
the absorption coefficient of water plus 
plankton is large in the fluorescence band, 
one expects of the upwelling fluorescence to 
vary with depth in a manner similar to the 
excitation, i.e. PAR. Thus, Ku, the upwell- 
ing radiance attenuation coefficient, should 
be * K(PAR), the attenuation coefficient for 
PAR. [For Morel’s stations C67 and C71 
discussed by Gordon ( 1979), the observed 
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upwelling irradiance attenuation coeffi- 
cients at 685 nm were 0.3 and 0.5 m-l, re- 
spectively, while the corresponding K(PAR) 
values were -0.25 and 0.5 m-l.] With this 
approximation, the radiance error is given 
by Eq. 2 with k = (1 + K(PAR)/a)ltan &,, 
where a is the absorption coefficient of the 
medium at 685 nm. From Morel (1988) and 
Kiefer et al. (1989), we estimate that 

for 0.1 5 C 5 20 mg m-l (the larger C 
produces the larger K(PAR)/a). ‘These limits 
yield 1.1 5 k tan (IO, 5 1.5 for the L, flu- 
orescence measurement compared to k tan 
8 OW = 2 for inelastic scattering. If the error 
is sufficiently small, then c M kaR and the 
error in the fluorescence measurement would 
be -0.55-0.75 of the error for elastic scat- 
tering. Note that this calculation assumes 
that “filling in” of the instrument shadow 
in Fig. 1 by scattering is not an important 
factor in reducing E. This assumption holds 
for aR < 1 and B0 > 0 (Figs. 3, 4). 
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