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It has been a long-standing goal to precisely measure water-leaving radiance (Lw, or its equivalent prop-
erty, remote-sensing reflectance) in the field, but reaching this goal is quite a challenge. This is because
conventional approaches do not provide a direct measurement of Lw, but rather measure various related
components and subsequently derive this core property from these components. Due to many uncontrol-
lable factors in the measurement procedure and imprecise post-measurement processing routines, the
resulting Lw is inherently associated with various levels of uncertainties. Here we present a methodology
called the skylight-blocked approach (SBA) to measure Lw directly in the field, along with results
obtained recently in the Laurentian Great Lakes. These results indicate that SBA can measure Lw

in high precision. In particular, there is no limitation of water types for the deployment of SBA, and
the requirement of post-measurement processing is minimum; thus high-quality Lw for a wide range
of aquatic environments can be acquired. © 2013 Optical Society of America
OCIS codes: 010.0010, 010.4450, 120.0120, 120.0280.

1. Introduction

Spectral water-leaving radiance (Lw, μW∕cm2∕nm∕sr),
or its equivalent, spectral remote-sensing reflectance
(Rrs, sr−1, which is defined as the ratio of Lw to down-
welling irradiance just above the surface (Ed�0��,
μW∕cm2∕nm), is a core property for optical oceanogra-
phy. Subsurface properties, such as inherent optical
properties or chlorophyll concentration, as well as
bottom properties of optically shallow waters, are all
derived by inverting theRrs spectrum [1,2]. Separately,
properties of Lw are key in validating those that are
derived from airborne or spaceborne sensors and sys-
tems [3–8]. Furthermore, Lw values within the red/
near-infrared (800–1000 nm) and shortwave infrared

(1000–2500 nm) bands, progressively assumed to be
zero for different loads of suspended materials, are
used in the atmospheric correction process [9–12].
Because of such critical importance, measurement of
spectral Lw in the field has been carried out for more
than five decades, and generally three approaches
have been developed and implemented [13–15]. Table 1
summarizes the advantages and drawbacks of these
schemes, while the following provides a brief descrip-
tion of each approach.

Scheme 1 (S1):
Measure all relevant properties from an above-
surface platform, and then calculate Lw by removing
surface-reflected light.
Scheme 2 (S2):
Measure the vertical profiles of upwelling radiance
(Lu�z�) within the water column, mathematically
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propagate these measurements upward toward the
sea surface, and then across the surface to get Lw.
Scheme 3 (S3):
Measure Lu�z� a few centimeters below the surface,
and then mathematically propagate Lu�z� across the
surface to obtain Lw.

All of these schemes are easily implementable in
the field, but they never measure Lw directly, which
leads to nonnegligible uncertainties associated with
Lw produced by these schemes [13,16]. As discussed
in numerous studies, when estimating Lw using
method S1, it is quite a challenge to accurately re-
move the surface-reflected light when the sea surface
is roughened by waves, where the reflected light in-
cludes both sky and sun glint [13,17,18]. The effective
reflectance of the sea surface is highly wavelength-
and data-collection-dependent [13,19,20]. The S2
method involves delicate data processing to derive
the appropriate attenuation coefficient in order to
propagate Lu�z� to the surface [21]. More importantly,
for highly turbid waters or vertically stratified
waters, it is very difficult to achieve an accurate
estimation of the attenuation coefficient for this
propagation [22]. For S3, because the measurement
is Lu�z�, it requires propagating Lu�z� (where z is
typically 10–50 cm) to Lu�0−�. Further, for both S2
and S3, Lu�0−� has to be subjectively propagated
to Lw by assuming values about the refractive index
of water and the cross-surface reflectance [23]. Con-
sequently, various levels of uncertainties are associ-
ated with the calculated Lw even if each component
is measured perfectly. In this study, we demonstrate
a hybrid approach that measures Lw directly, and
show that the approach can achieve high-precision
measurement of Lw in the field.

2. Approach to Directly Measuring Lw

To maximize the advantages while avoiding the
drawbacks associated with the traditional measure-
ment schemes (S1–S3), a hybrid scheme was first
utilized by Ahn [24]. This method, which collects
upwelling radiance from a position above the sea
surface while effectively blocking surface-reflected
light with an apparatus, measures Lw directly in the
field. The concept and strategy of this skylight-
blocked approach (SBA) is presented in Fig. 1. The
whole system includes a radiometer and a black cone
(see Fig. 2, left panel). The cone is attached to the

sensor with its open end inserted just below the
surface, while the radiometer maintains a position
in the air (see Fig. 2, right panel); thus the measured
property by the radiometer is Lw. In such a setup,
the below-surface Lu�0−� propagates to Lw naturally
and surface-reflected light is blocked mechanically,
thus removing two post-measurement processing
steps that introduce uncertainties in the traditional
schemes.

The cone used in our system, which was custom
manufactured to fit the HyperOCR radiometer
(Satlantic, Inc.), has a diameter 9.8 cm and a height
10.1 cm, optimized not to interfere with the field
of view of HyperOCR (11.5°) while minimizing the
effect of self-shading [25]. Integrated with the
Satlantic HyperPro Profiler, the system floats on
the sea surface and can be deployed well away from
the boat to avoid its interference to the light field.
This SBA is especially useful for vertically stratified
waters or coastal environments including kelp beds
shallow bottoms, where it is difficult to obtain a
viable profile of Lu�z� for the propagation. More im-
portantly, because this SBA avoids the complicated
postprocessing in deriving Lw, significantly less un-
certainty is anticipated in the field-measured Lw
spectrum. The second-order effects from slight self-
shading can be corrected (in preparation), as shown
in Gordon and Ding [25] and Leathers et al. [26].

3. Field Measurements

Recently, we deployed a HyperOCR (350–800 nm,
∼3 nm resolution) via the SBA to measure Lw in the
zenith direction in Lake Michigan and Green Bay

Table 1. Summary of the Conventional Schemes in Obtaining Lw in the Field

Advantages Limitations

S1: Above-surface method Can be used in any environment;
no self-shading

Measures LT in the air, not Lw; includes surface-reflected light,
requires sophisticated postprocessing to correct
surface-reflected light.

S2: In-water profiling method Avoids surface-reflected light Measures Lu, not Lw; slight self-shading; requires sophisticated
postprocessing to derive Lw; difficult to extrapolate upwelling
radiance at a depth to surface for waters that are stratified
or with a shallow bottom (e.g., kelp fields)

S3: Surface floating method Avoids surface-reflected light Measures Lu, not Lw; slight self-shading; requires careful
postprocessing to Lw

Sky light

L u(0-)

surface

radiometer

skylight-blocking
cone Lw

Fig. 1. (Color online) Schematic draw to show the concept of
measuring Lw directly in the field. The cone is integrated with
a radiometer to block surface-reflected light, with its open end
inserted just below (∼5 cm) the surface when measuring Lw.
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(June 25–28, 2012). Concurrent with the Lw measure-
ments, another HyperOCR irradiance radiometer was
used to measure downwelling irradiance just above
the surface (Ed�0��). The right panel in Fig. 2 shows
the two radiometers, with the one in the red circle
for the measurements of Lw via SBA. A total of 19
stations were surveyed (see Fig. 3 for locations), with
sea surface ranging from calm (<10 wave height) to
rough (∼20–30 wave height) conditions. Sun angle var-
ied in a range of ∼20°–50° from zenith, and one-third
of the stations had a sky covered with scatter clouds.
The stations covered waters with a wide range of
variability in biogeochemical properties, as indicated
by the spectral Rrs (see Fig. 4), which were derived
from Lw and Ed�0�� spectra measured simultane-
ously and averaged for each station. The coefficient
of variation (CV) of all measured Rrs ranges from
∼50% (at 530 nm) to >80% (for UV and red-infrared
wavelengths).

Along with the measurements via SBA, concurrent
measurements of Lu�z� were made following the
profiling scheme (S2). For this deployment (two
stations were omitted, so S2 covered 17 stations),
radiometric measurements were made with a Hyper-
Pro II profiling system (Satlantic, Inc.), where one
HyperOCR measures Lu�z�, another HyperOCR

measures Ed�z�, and a third HyperOCR located
on deck measures solar irradiance above the water
surface (Ed�0��). The profiler freefalls through the
water column with a descending rate at ∼25 cm∕s,
and three back-to-back (triplicates) profiles were
measured at each station.

Both systems were tethered from a small boat at
least ∼20 m away, and the two systems were ∼20 m
apart.

Also measured for each station were the total
absorption and beam attenuation coefficients in the
upper water column with the ac-s system (Wetlabs,
Inc.), which was calibrated with DI-water and low-
ered into water by the side of the operating boat.
The total absorption coefficient at 440 nm spanned
a range of 0.13–0.7 m−1, while the beam attenuation
coefficient at 660 nm ranged 0.26–0.9 m−1. The ver-
tical profiles of these data did not show significant
stratification of optical properties in the upper water
column (20 m) during this experiment.

4. Data Processing

A. Lw Measurements via SBA

In addition to applying common data-processing pro-
cedures (e.g., application of calibration coefficient, tilt-
angle based filtering), the Lw data collected via SBA
went through two extra quality-control processes.

First, there are two situations in which the data
collected via SBA could be contaminated, and both
may happen when the sea surface is under rough
conditions. One situation is where the radiometer
(along with the cone) is submerged below the sea
surface; then the collected data represents upwelling
radiance at a depth a few centimeters below the sur-
face (Lu�z�), which may approximate the upwelling
radiance just below the surface (Lu�0−�). The other
situation is where the entire cone swings above
the sea surface; then the data collected represents
upwelling radiance above the surface (LT). Data col-
lected under these two conditions do not represent
Lw and should be removed.

In this step of data processing, which is aimed at
removing the contaminated data mentioned above,
the higher values in each set of Lw measurement
were identified and filtered out. This is achieved

Fig. 2. (Color online) (Left) Cone and radiometer. (Right) The
system is deployed in the field.

Fig. 3. Stations surveyed in Lake Michigan and Green Bay,
June 2012.

400 500 600 700
0.000

0.003

0.006

0.009

Fig. 4. Rrs spectra of the 19 stations measured via SBA.
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by calculating the median (μ) and standard deviation
(σ) of Lw for wavelengths (λ) longer than 750 nm of
each Lw set, and the spectrum with a spectrally aver-
aged value for λ between 750 and 800 nm greater
than (μ� 3σ) was considered contaminated and re-
moved. This is based on the following general rela-
tionship:

LT�λ� � Lw�λ� � Lg�λ� (1)

and

Lw�λ� �
t

n2 Lu�λ; 0−� (2)

with Lg the surface-reflected light (including glints
from both sky and solar light). t is the transmittance,
n the refractive index of seawater, and t∕n2 ≈
0.54 [23,27].

From Eqs. (1) and (2), we have Lw < Lu�0−� and
Lw < LT . Therefore, the high values in each set
of Lw measurement represent Lu�0−� or LT. Also,
because Lw is generally very small in the longer
wavelengths for most aquatic environments [28], the
use of information of wavelengths longer than
750 nm makes it easier to identify surface-reflected
light. Figure 5 shows an example where outliers [the
red (top) line] are detected and removed from further
processing. For this station, there were 63 valid Lw
spectra after applying tilt filtering (Satlantic, Inc.),
one spectrum was further removed based on the
above procedure, and the mean of the remaining
62 spectra was calculated to represent the water-
leaving radiance of this station. Also showing in Fig. 5
is the spectrum of CV of this station (calculated as
the ratio of standard deviation to the mean at each
spectra band) from the remaining 62 Lw spectra.
Although we kept >98% of the original data, the
CV is generally within 10% for the 400–700 nm range
(more discussions regarding CV are presented in
Section 5.B). In our datasets collected during June
2012, on average less than 3% of the measured spec-
trum at each station was discarded following the

above process, indicating that nonaggressive filter-
ing of the data was processed for results in this study.

Second, as a first-order self-shading correction, the
formula developed by Gordon and Ding [25] was used
to account for the instrument shading effects associ-
ated with SBA. Basically, self-shading is modeled as
a function of absorption coefficient and sun-zenith
angle [25], and the concurrent measurement of
total spectral absorption by the ac-s system (covers
405–720 nm) was used for this correction. While the
instrument configuration in our study was not iden-
tical to that modeled by Gordon and Ding [25], it is
expected that the analytical approach accounts for
self-shading impacts at least to the first order.

B. Lw Collection from Vertical Profiles

Processing of measurements from the profiler fol-
lowed the protocol and software (ProSoft version
7.7.16_6, the most recently generally available re-
lease) provided by Satlantic, Inc. Basically, for each
profile measurement, least-square regression was
carried out between the logarithm-transferred Lu�z�
and z (generally within 20 m depth) for measure-
ments in the upper water column [13,21], resulting
in an intercept and slope, with the former providing
the logarithm of Lu�0−� and the latter representing
the diffuse attenuation coefficient of Lu�z� (KLu). The
mean and standard deviation of Lu�0−� were calcu-
lated from the three back-to-back profiles for each
station. We used 0.5 m bins with 0.1 m depth inter-
polation for this processing. We also explored using a
smaller bin size, but found no systematic change in
the resulting Lu�0−� and its CV. The water-leaving
radiance Lw is then calculated using Eq. (2). No
self-shading correction was applied to profiling data
since there are no known methods yet to accurately
correct the vertically varying self-shading effects.
This is also due to the fact that the biggest impact
of applying this shading correction will be on the
derived value of Lu�0−� of each profile, not on the
CV of Lu�0−� when analyzing the three profiles.
And the focus of this study is the precision in the
measurement of Lw, which is measured by its CV;
thus omitting the self-shading correction in the
processing of Lu�z� is appropriate here.

5. Results

A. Comparison of Overall Lw Spectrum

As an example, Fig. 6 shows spectral Lw obtained
from the SBA and the profiling (S2) scheme. The
comparison is limited to wavelengths in the range of
405–720 nm, as that is the range where self-shading
correction was applied to SBA-measured Lw. Appa-
rently, both schemes produced quite consistent Lw,
although the Lw from SBA is roughly ∼11% lower
than that from S2 for this station. For all 17 coinci-
dental stations, on average, the mean Lw of each sta-
tion obtained from the two schemes is very consistent
[see Fig. 7(a)]. The coefficient of determination (R2) is

Fig. 5. (Color online) Example showing Lw spectra collected by
HyperOCR through SBA. The red (top) line (1 out of 63 spectra)
was considered as an outlier and excluded for further processing
and calculation. Also shown is the spectrum of CV (right Y axis) of
the remaining 62 Lw spectra.
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0.98, with a slope of 1.005 (Lw from S2 is slightly
larger) and close to 0 interception.

To further evaluate the two Lw datasets, the per-
centage difference (PD) between the SBA-measured
Lw (SBALw) and the profile-measured Lw (ProLw) for
each band of each station is calculated as

PD�λ� � 2�SBALw�λ� − ProLw�λ��
�SBALw�λ� � ProLw�λ��

: (3)

Figure 7(b) presents the spectra of the average of
the absolute value of PD (AAPD), and of the average
of the signed value of PD (ASPD), respectively, of
the 17 stations. Apparently, for this experiment,
larger difference or uncertainty (∼20%) exists at both
shorter (∼400 nm) and longer (∼700 nm) wave-
lengths, and SBALw is generally lower than ProLw
except at the longer wavelengths. For the transpar-
ency window where Lw values are much higher than
those at the two spectral ends (see Fig. 5, for exam-
ple), however, the Lw values from the two systems
are quite close (<10% difference), echoing the diffi-
cultly in obtaining confident measurement of Lw in
the field when its value is small [18,29].

It is difficult to determine which system provided a
more accurate measurement of Lw during this ex-
periment, because the Lw values from both systems
contain some levels of errors. First, radiometric cal-
ibration of the two radiometers was not completed
simultaneously; some drifting in the calibration
coefficient of either sensor or both could contribute
to the difference. Second, the two systems had differ-
ent self-shading effects, where one happens near the
sea surface, while the profiling system experiences
shading in the entire profiling process and no shad-
ing correction was applied to the Lu�z� data. And
third, there are always uncertainties when propagat-
ing Lu�z� to Lw. Nevertheless, the quite consistent Lw
values shown in Fig. 7(a) suggest that, on average,
Lw obtained from both systems is valid.

B. Comparison of Lw Precision

Although it is useful and necessary to check the
consistency of Lw measured from different systems/
schemes [13,16,30], it is equally or more important
to know how precise each measured Lw spectrum
is. To obtain an objective characterization of this pre-
cision (or stability) of Lw measured via SBA, we cal-
culated the CV spectrum of each station as shown in
Fig. 8, and then the average and standard deviation

Fig. 6. (Color online) Example to compare the Lw spectra
measured via SBA and profiling.

(a)

(b)

Fig. 7. (Color online) (a) Statistic relationship between SBA-
measured and pro-measured Lw, for wavelength in the range of
405–720 nm. (b) Percentage difference (PD) between SBA-
measured (SBALw) and pro-measured (ProLw) Lw. PD is defined
as 2�SBALw − ProLw�∕�SBALw � ProLw�. AAPD stands for the
average of the absolute value of PD, while ASPD stands for the
average of the signed PD.

Fig. 8. (Color online) Example to compare the spectral CV of Lw

measured via SBA and profiling. Also shown is the Lw spectrum
(right Y axis) of this station.
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of these CV spectra. As a preliminary contrast and
comparison, the same calculations were carried out
on the data obtained via the profiling system (S2).
As an example, Fig. 8 compares the CV spectra re-
sulting from SBA and from S2 to the Lw spectra pre-
sented in Fig. 6. For this station, CV from the SBA
measurement is 3%–5% for wavelengths in the range
of 350–600 nm (or Lw > 0.06 μw∕cm2∕nm∕sr), while
the CV from the S2 measurement is 3%–10% for
the same spectral range. For the 600–750 nm range,
CV of Lw from S2 is generally 30% higher than that
from SBA. This is partially because in the longer
wavelengths the light attenuates significantly with
the increase of depth due to the high absorption coef-
ficient of water molecules; thus it is difficult to main-
tain high-precision measurement of such low light.
Although higher CV is generally expected when Lw
is approaching zero, this example demonstrates that
for the same range of Lw, CV from the SBA is system-
atically smaller than that from the profiling.

To further highlight the significantly better preci-
sion of SBA-measured Lw, Figs. 9(a) and 9(b) show
the mean spectral CV (along with its standard
deviation) of the 17 coincidental stations from the
two schemes, respectively. For Lw from SBA, the

averaged CV is below 5% for wavelengths in the
range of 400–650 nm [Fig. 9(a)]; however it is
10%–40% when Lw is obtained from S2 [Fig. 9(b)].
For the shorter (350–400 nm) and longer (650–
750 nm) wavelengths where Lw values are quite low
for these measurements, the averaged CV (350–
400 nm) remains below 10% when Lw was measured
via SBA, but it is greater than 30% when Lw was de-
rived from profiles, and the CV (650–750 nm) of Lw
from profiles is generally twice the CV (650–750 nm)
when Lw was measured via SBA. Furthermore, for
Lw measured via SBA, most (greater than 67%) of
its CV values are within 5%, but only ∼30% of its
CV values are within 5% when Lw was determined
from profiles (see Fig. 10). All of these results indi-
cate that SBA indeed achieved high-precision meas-
urement of Lw in the 350–700 nm range, at least for
waters and sea states in this experiment. Note that
because of the repetitive measurements at each
station, not only could the average value of Lw be
derived and reported, but also could the associated
uncertainty (e.g., Fig. 8) of the measured Lw—and
the latter is an important measure of the quality
of reported Lw.

This high-precision measurement of Lw via SBA
is important in the determination of Rrs, as it is
not a must to have radiometrically accurate Lw for
its derivation. When a calibrated reference panel is
used in the process [14,30,31], measurements of Lw
in relative units instead of absolute radiometric
units is sufficiently reliable for the determination
of Rrs. In such a setup, the precision rather than the
accuracy of Lw measurement is more important,
and the accuracy of Rrs will depend on the accuracy
of the reference panel used to measure Ed�0��
[14,31,32] when all other aspects of measurements
are well handled.

6. Discussion and Future Perspective

Spectral water-leaving radiance (Lw), or spectral
remote-sensing reflectance (Rrs), plays a critical role
in ocean optics and ocean-color remote sensing. Lw
(or Rrs) is the property required for validation of
ocean-color satellite systems (from sensor calibration
to atmospheric correction), the input for the retrieval

(a)

(b)

Fig. 9. (Color online) (a) Averaged spectrum of CV of all stations.
Dotted green curve provides crude information of the Lw (SBA
measured) encountered, as there is a wide range of variation.
(b) Averaged CV spectrum of Lw measured from profiles. Also
included (blue dots) is the mean CV spectrum from SBA for easier
comparison.

Fig. 10. (Color online) Distribution of the CV of Lw measured via
SBA and profiling, respectively. Wavelength range is 350–720 nm.
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of subsurface properties and constituents, and a
property to evaluate the closure of the relationship
between inherent and apparent optical properties.
All these tasks demand accurate determination of
Lw in the field, and it is not surprising to see more
than five decades of acquisition of Lw and continued
improvement in instrumentation and data-process-
ing methods. But the long-standing goal of achieving
better than 5% accuracy of Lw [33] is hardly achieved
[13,30]. This is due to the following: (1) Lw is not a
stable property in the field because of rough sea
surface [34], unless the environmental condition is
perfect (flat surface, clear sky, and stable water prop-
erty); and (2) the conventional approaches do not
obtain a direct measurement of Lw. Hooker and
Maritorena [16] presented within 5% consistency of
Lu�0−� between in-water deployments, but were lim-
ited to measurements of oceanic waters, at local noon,
and in the 412–555 nm spectral range. When compar-
ing measurements between in-water and above-
water strategies, Zibordi et al. [29] indicated that the
difference is ∼10% for 440 and 550 nm andmore than
20% for 670 nm, and the difference reduced to∼5% for
the 412–555 nm range for clearer waters [18]. Also
note that these results provide a measure of consis-
tency for two datasets, not necessarily the precision
of each individual Lw spectrum.

Unlike laboratory measurements where almost all
aspects of an experiment can be precisely controlled,
field measurements of Lw are inherently subject to
various disturbances that are out of the control of
an operator. These aspects include rough sea surface,
randomly distributed and moving clouds, a stratified
upper water column, and wave-induced light focus-
ing, just to name a few. As a result, even if all rel-
evant components could be measured precisely, the
spectral Lw determined via methods listed in Table 1
still contains various degrees of uncertainties, and
the ground “truth” of Lw is elusive. Specifically, for Lw
determined via S1, it is unavoidable that surface-
reflected light will be introduced into the measured
signal, which has to be removed properly before Lw
can be determined [35]. Mobley [17] introduced a
simple formula along with a spectrally flat surface-
reflectance value (varying with wind speed and
viewing angle though). This is more appropriate for
overcast sky conditions [13], where the light quality
from various angles is nearly the same (i.e., the
spectral shape from different directions can be con-
sidered identical with negligible error), but could be
troublesome for clear-sky days [19,20], where the
light from overhead is quite bluer than the light from
the horizon. To mitigate this limitation, Zibordi et al.
[18] suggested to aggressively filter out large values
and focus on the lower 20% of data measured from an
above-surface platform. By using a slightly different
formula for this correction [14,31], Lee et al. [19,36]
used a more sophisticated processing method to re-
move the contaminations. In this process, the correc-
tion involves two terms: one uses the product of
Fresnel reflectance and the reciprocally measured

skylight to remove the primary portion of the surface
contribution; the other uses a bias to account for
the residual contribution and is derived iteratively
through optical modeling. Nevertheless, these proce-
dures cannot completely remove surface-reflected
light, as the contribution is highly dependent on
surface texture, sky-light distribution, as well as the
instrument’s integration time, and the former two
aspects are out of our control.

A significant advantage of S2 is that not only can
Lu�0−� be calculated from the vertical profiles of
Lu�z� and Ed�z�, but also the vertical distribution
of absorption and backscattering coefficients [37].
For the purpose of determining Lw, however, this
scheme runs into difficulty if the upper water column
is stratified, or the water is extremely turbid, or the
bottom is quite shallow and/or with seagrass/kelp,
situations that make it difficult to extrapolate mea-
surements at a depth to below the surface. In addi-
tion, Lu in the longer wavelengths at deeper depths
may include more relative contributions from inelas-
tic scattering [38,39], and thus contributes more
uncertainties to the determination of Lu�0−�. Fur-
thermore, the calculated Lu�0−� has to be subjec-
tively propagated through the interface to get Lw,
a step that will introduce some uncertainties.

S3 is a plausible approach for determination of
Lw in the field [40,41], as it can effectively avoid
difficulties introduced by surface-reflected light and
difficulties in obtaining the accurate vertical profiles
required by S2. However, no matter how close the
sensor is to the surface, the measured signal is not
Lw, but Lu�z�, which has to be propagated via models
through the air–water interface for determination
of Lw. Uncertainties will be introduced in this calcu-
lation process.

The scheme to directly measure Lw via SBA,
although might not be optimized at this point, clearly
shows great promise and advantages for accurately
measuring Lw in the field. In particular, it signifi-
cantly reduces the requirement of post-measurement
processing, thusmaking the data product “measured,”
instead of “calculated.” It avoids surface-reflected
light through a mechanical design, measures Lw
propagating through the interface naturally, and is
not limited for environments that are either stratified
or with a shallow bottom. Measurement via SBA
offers an opportunity to get the ground “truth” of
Lw in the field, a goal hardly achieved so far.

The most likely source of uncertainty in the field
measurement via SBA comes from two situations:
(1) the sensor is submerged into water, and (2) the
entire cone rises above the surface. Our results indi-
cate that these contaminations can be quite effec-
tively removed, as both situations would measure
significantly higher values [see Eqs. (1) and (2)]. In
our data processing here we removed less than 3%
of the measured spectra, kept ∼97% of the lower
values, and achieved ∼5% precision. Much higher
precision is thus expected if we filter out data more
aggressively (say 40%), but an objective decision on
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this criterion requires more modeling studies as well
as experience with field data. This is also because
Lw in the field is inherently not a constant value even
in a short time scale. Because of wave-introduced
roughness, Lw measured at different times could
be slightly different due to wave focusing or variation
in the observation angle [42,43]. This variation is
highlighted in Fig. 11, where the CV spectrum of the
SBA-measured Lw is separated into two groups: one
CV spectrum for data collected under prime condi-
tion, i.e., when the water surface was calm (wave
height <20) while the sky is clear; and another CV
spectrum for conditions not prime. As expected,
the CV of SBA-measured Lw under prime condition
is systematically smaller (in a range of 2%–5%
for the 370–650 nm band) than that under nonprime
condition. However, even for the SBA-measured
Lw obtained under tough situations, the overall
uncertainty is still in a range of 5%–10% for the
370–650 nm band, and that is under the current
data-processing scheme (e.g., no screening of clouds).
We expect this precision to improve after we carry
out more experiments and gain more experience
and understanding of the measurement scheme.

The major challenge in accurately measuring Lw
via SBA is to minimize the self-shading introduced
by the cone as well as by the floating structure,
although such shading could be modeled to some de-
gree based on radiative transfer [25,26,44]. Note that
self-shading of SBA is positively related to the size
of the cone. Minimizing self-shading thus requires
a small field of view and a small aperture for the
radiometer, as these two factors dictate the size of the
cone. It will also require a small floating collar and
a longer arm between the sensor and the collar, in
order to reduce the intrusion of the system into the
light field to be measured by the radiometer.

The scheme of measuring Lw via the SBA also
opens the door to taking cost-effective long-term
measurement of Lw right on the surface, which is
important in obtaining a large volume of data either
for calibration/validation of satellite systems or for
the study of biogeochemistry. A serious challenge

in long-term field deployment in a marine environ-
ment is bio-fouling. One strategy to avoid bio-fouling
is to establish the AERONET-OC network [35,45],
where all sensors are above the surface. But Lw
through this system is determined via S1, where
some contaminations due to surface-reflected light
will not be avoidable [13,17,18]. With the SBA strat-
egy, the sensor will remain in the air, and the bio-
fouling will likely happen on the surface of the cone,
which might effectively reduce the impact of bio-
fouling on the sensor and then on data quality. But
this requires dedicated effort to study and character-
ize the effects and to optimize the design and setup.
When a mature and successful setup is available,
it could significantly improve the quality and volume
of Lw by taking measurements right on the surface.
In addition, it could improve the earlier generation
of optical drifters [46] for continuous monitoring of
water masses at low cost.

7. Conclusions

It is critical to achieve precise and accurate measure-
ment of water-leaving radiance (or remote-sensing
reflectance) in the field, and numerous advances in
technology have been achieved in recent decades
for this goal. The SBA shown here measures water-
leaving radiance directly, and achieves high-precision
results in the field. This SBA is easily deployable not
only in oceanic waters, but also in challenging envi-
ronments such as shallow waters. Measurement via
SBA provides the closest results to the ground truth
of water-leaving radiance, and this will certainly aid
in achieving the goal of measuring Lw in the field
within 5% uncertainty under normal measurement
conditions. The results shown here, however, are
limited to a few water types and mild sea states.
Extensive tests and experiments with SBA in various
aquatic environments and sea states in the coming
years will not only help the maturation of this meas-
urement approach, but will also provide significant
help in the advancement of hydro-optics and ocean
(water) color remote sensing.
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