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Monte Carlo simulations are used to explain and quantify the errors in inherent optical properties (IOPs)
(absorption and attenuation coefficients) measured using the WET Labs AC-9 submarine spectrophot-
ometer, and to assess correction algorithms. Simulated samples with a wide range of IOPs encountered in
natural waters are examined. The relative errors on the measured absorption coefficient are in general
lower than 25%, but reach up to 100% in highly scattering waters. Relative errors on attenuation and
scattering coefficients are more stable, with an underestimation mainly driven by the volume scattering
function. The errors in attenuation and scattering spectral shapes are small. © 2010 Optical Society of
America
OCIS codes: 010.4450, 120.6200.

1. Introduction

The inherent optical properties (IOPs), such as the
absorption, attenuation, and scattering coefficients,
determine the propagation of light within natural
waters. In the visible part of the spectrum, the avail-
ability of solar light controls the rate of primary pro-
duction (photosynthesis), photodegradation of the
organic matter, and, to some extent, the bacterial ac-
tivity, and thus directly impacts the ecosystem. Accu-
rate knowledge of the IOPs is also essential for ocean
color remote sensing applications, for algorithm de-
velopment, and for calibration and validation of sa-
tellite products [1], over the ultraviolet, visible, and
near-infrared (near-IR) parts of the light spectrum.

In situ measurements of the IOPs are required to
address these questions. Field spectrophotometers,
such as the AC-9 (WET Labs, Inc.), have been devel-
oped during the last two decades and are widely used
in oceanic, coastal, estuarine, and lakewaters. The at-
tenuation (c, in m−1) and absorption (a, in m−1) coeffi-
cients (see Table 1 toward the end of the paper for a
detailed list of symbols) of thewater sampled aremea-

sured simultaneously by using a spectrophotometer
equipped with two different “optical tubes” that con-
tain thewater sample,while the scattering coefficient
(b in m−1) is not directly measured but is estimated
from these two parameters. However, the accurate
measurement of the absorption coefficient in the field
is almost impossible because of the difficulty of desi-
ging sensors that fully collect all the scattered
photons. The solution adopted for the AC-9 is to cor-
rect absorption measurements from residual scatter-
ing effects. The widely used correction method,
proposed by Zaneveld et al. [2], relies on several as-
sumptions that have never been fully tested. The di-
rect consequence is that existing IOP datasets are
associated with unknown uncertainties that may be
high enough to lead to erroneous analyses and conclu-
sions in the fields of marine optics and ocean color re-
mote sensing.

In this study, we use a new Monte Carlo code to
understand and quantify the errors associated with
field measurements of the IOPs of natural waters.
The design of the AC-9 spectrophotometer is simu-
lated and the method currently proposed to correct
for residual scattering effects is applied. The issues
related to the optical design of the instrument and to
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the scattering correction method of Zaneveld et al. [2]
are investigated for a wide range of IOPs in order to
provide results usable in most of the natural waters
(from clear to highly turbid waters). We quantify the
errors on the c, a, and b coefficients and on associated
spectral shapes, in the visible and near-IR spectral
regions (400–900 nm). Most of the results are pre-
sented for an AC-9 device with a and c-tube lengths
of 10 cm, but the influence of the tube length (either
10 or 25 cm for such a device) is also examined.

2. Background

A. Measurement Principles

The WET Labs AC-9 [3] and AC-S spectrophot-
ometers [9 indicates the number of wavelengths
and S stands for (hyper)spectral] are equipped with
optical flow tubes filled with natural water, which is
either pumped or passed manually by gravity. At one
extremity of the tube, a collimated light source is
filtered through bandpass filters to create a narrow-
band spectral output. A receiver detector, character-
ized by its field of view (FOV) in water, is positioned
at the other extremity of the tube. Measurements of
the c and a coefficients are achieved based on the
Beer–Lambert law, which describes the variation
of light emitted from a source with an intensity I0
(in W m−2) along a path length L (in meters):

x ¼ −
1
L
ln
�
Sx

I0

�
; ð1Þ

where Sx is the detected light intensity and x is the
variation coefficient, in m−1.

Light traveling along the path is subject to both
scattering and absorptive losses. In the case of a
“black” tube, the scattered light that hits the black-
ened surface of the flow tube is absorbed. If the
detector FOV is narrow enough, x is approximately
equal to the attenuation (absorptionþ scattering)
coefficient of the medium (c, in m−1). If the surface
of the flow tube is fully reflective and the detector
FOV is wide, the scattered light will remain in the
tube so that the variation of light intensity that will
be measured mostly results from absorptive losses.
In this case, x is approximately equal to the absorp-
tion coefficient of the medium (a, in m−1). The simul-
taneous measurement of a and c allows determining
the scattering coefficient of the medium, b in m−1, as

b ¼ c − a: ð2Þ
The absorption and attenuation signals measured

are both referenced to pure water. The spectrophot-
ometer is calibrated in the laboratory prior to deploy-
ment in the field, based on Eq. (1), so that the
variation of light actually measured, xm in m−1,
can be written as

xm ¼ −
1
L
ln
�
Sx

I0

�
þ 1
L
ln
�
Sx;w

I0

�
¼ x − xw; ð3Þ

where x, xw, and xm, in m−1, are, respectively, the to-
tal, pure water, and measured variation coefficients
(here a or c). Therefore, the measured light variation
results from the contributions of the colored water
constituents on top of pure water.

B. Measurement Errors and Corrections

Two distinct sources of measurement errors must be
considered separately. The first source mainly re-
sults from pure water calibration of the instrument,
while the second source is inherent to the instrument
itself.

Error in AC-9 and AC-S determinations of a and c
is associated with uncertainties in pure water cali-
bration [Eq. (3)]. A pure water calibration of the spec-
trophotometer is made at specific temperature and
salinity (typically 20 °C and 0 PSU). As light absorp-
tion and attenuation by pure water are sensitive to
temperature and salinity, these two parameters
must be measured in the field coincidently with op-
tical data. Temperature and salinity corrections are
then applied to raw data measured in the field using
spectral temperature and salinity correction factors
provided by the constructor and/or the literature
[4–6]. Frequent laboratory calibrations (with regard
to pure water) of the sensor and accurate field mea-
surements of water temperature and salinity are re-
quired to minimize these errors. Moreover, improper
use of the AC-9 could lead to the presence of air bub-
bles or turbulence, which may affect the measure-
ment accuracy. Although this study does not focus
on these errors, which are specific to the conditions
of use, they should be carefully taken into account by
users during field experiments.

The errors inherent of the instrument itself, which
are investigated in our study, result from the method
and the geometry used tomeasure the optical proper-
ties. Errors that depend on the electronics of the
AC-9 instrument, like saturation or sensibility lim-
itations, are not taken into account in this work.
Error sources studied here differ for absorption and
attenuation measurements. The main source of error
when measuring the absorption coefficient is related
to light scattering and is twofold [7]. The first error
results from the increase of the actual photon path
length [L in Eq. (1)] in the flow tube because of single
and multiple scattering and leads to an overestima-
tion of a. The second error occurs because part of the
scattered light is not detected (or lost) and is con-
founded with absorbed photons. This error is induced
by most photons reaching the wall with an angle
higher than 41:7° (the critical angle for total internal
reflection at the quartz–air interface) in the case of
the WET Labs AC-9 sensor. Beyond this angle, the
internal reflection coefficient decreases rapidly to a
few percents within a few degrees; therefore, photons
are assumed to be lost, i.e., not detected. This results
in the overestimation of a.

When measuring the attenuation coefficient, the
increase of the photon path length due to the oc-
currence of single and multiple scattering may
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represent a source of error. However, previous stu-
dies [8,9,7] have shown that the measurement error
mainly results from photons scattered in the forward
direction with an angle lower than the FOV of the
detector. Based on information provided by WET
Labs, the receiver FOV in the c-tube of the AC-9 sen-
sor is 0:9°. This leads to an underestimation of c. For
this reason, the error on c is logically minimized
when the FOV tends toward 0 [10]. This problem is
particularly important when dealing with seawater
samples, as the volume scattering function (VSF)
is always highly peaked in the forward direction.

Both absorption and attenuation measurements
carried out with the AC-9 and AC-S sensors are thus
associated with errors due to scattering. This leads to
systematic overestimation of a and underestimation
of c. This statement can be expressed by the following
equations proposed by Zaneveld et al. [2]:

amðλÞ ¼ atðλÞ þ kaðλÞ × btðλÞ; ð4Þ

cmðλÞ ¼ ctðλÞ − kcðλÞ × btðλÞ; ð5Þ

where the subscriptsm and t stand for measured and
true. As first approximations, ka is the fraction of
light scattered in the a-tube with an angle higher
than 41:7°, i.e., not detected in the absorption flow
tube (and therefore erroneously accounted for as ab-
sorbed); kc is the fraction of the scattered light cap-
tured within the FOV of the detector in the c-tube,
i.e., detected in the attenuation flow tube (and there-
fore erroneously not accounted for as scattered).

While the measurement error in the c-tube is ex-
plicit in Eq. (5), Zaneveld et al. [2] do not provide
any scattering correction method for the c coefficient.
These authors suggest three possible corrections to
take into account the scattering error on the a-tube.
The method called “proportional correction” is ex-
pected to be the most accurate. Our results confirm
this statement (not shown), so that only results ob-
tained when applying the “proportional correction”
are presented here. This method relies upon several
assumptions summarized hereafter.

The first assumption is that the fraction of scat-
tered photons not collected by the absorption tube
[ka in Eq. (4)] is independent of wavelength. The
same assumption is made for the fraction of scattered
photons collected by the attenuation flow tube, i.e., kc
is also assumed to be independent of wavelength in
Eq. (5). Based on these two hypotheses, Zaneveld et
al. [2] show that, for any set of two wavelengths λ1
and λ2,

bmðλ1Þ
bmðλ2Þ

¼ btðλ1Þ
btðλ2Þ

: ð6Þ

The third assumption states that there is a reference
wavelength in the near-IR part of the spectrum,
noted λr, where light absorption by the colored water
constituents (other than pure water or seawater) is
negligible. The combination of these three assump-

tions provide a scattering correction for the mea-
sured absorption values, thus a corrected absorp-
tion coefficient, noted ac, is

acðλÞ ¼ amðλÞ − amðλrÞ ×
bmðλÞ
bmðλrÞ

: ð7Þ

The advantage of this correction method is that it
only requires AC-9 measurements. Based on Eqs. (4),
(5), and (7), the uncertainties associated with cm and
ac may vary with the IOPs. Moreover, these uncer-
tainties depend on the validity of the underlying as-
sumptions [ka and kc are wavelength independent
and atðλrÞ is equal to zero]. In the current study, a
Monte Carlo code is used to assess the validity of
these assumptions and estimate the uncertainties
associated with cm and ac in various natural waters.

3. Methods

A. Monte Carlo Code

SimulO (www.obs‑vlfr.fr/LOV/OMT/SimulO/) is a
new Monte Carlo code developed to easily simulate
many types of optical devices, especially in the field
of marine optics. It is a natural three-dimensional
(3D) forward Monte Carlo code, which implies that
each photon is followed, one at a time, from the
source to the point where it is absorbed.

Using SimulO, complex optical devices can be vir-
tually created by positioning and sizing any number
of elementary virtual objects. Photon intersections
with objects are carried out analytically, and specific
topological rules are used to create a given setup by
adding objects. Currently, three elementary shapes
are available: spheres, cubes, and cylinders. The vol-
ume occupied by each elementary object is homo-
genous in terms of bulk optical properties, while
different optical properties can be ascribed to each
face of the object. The optical setup includes four
parameters: (i) the refractive index of the material
(used for the calculation of Snell’s and Fresnel’s
laws), (ii) the absorption and (iii) scattering coeffi-
cients, and (iv) the scattering phase function. For
the latter, the user can either select one of the built-
in phase functions (pure water, isotropic, Henyey–
Greenstein, Fournier–Forand) or upload from a file
a more specific function, which will be interpolated
to the appropriate angles. To simulate a volume with
two different types of scatterers (e.g., water and
particles), SimulO accommodates the use of two scat-
tering functions that can be weighted with their re-
spective scattering probability by setting different
scattering coefficients. The optical properties used
to describe each face of an elementary object (bidir-
ectional reflectance function) can be set to transpar-
ent, specular, or Lambertian reflection (with a given
reflection probability). The face of any object can also
be defined as a light source. In this case, photons are
emitted from points randomly distributed over the
area, with a direction relative to the local normal
to the face. The user can specify whether the angular
direction of an emitted photon is (i) normal to the
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face, (ii) Lambertian, or (iii) randomly distributed
with a given divergence around the normal direction.
By default, SimulO records the number of collisions
on each face of the elementary objects, the average
path length of photons, the average number of scat-
tering events per photon, and the number of photons
absorbed within the volume and on each face of an
object. Optional specific tools also allow knowing the
average path length of photons absorbed by a specific
face, the angular distribution of photons reaching a
specific face, and the number of photons reaching a
specific face within a specified angular range.

The SimulO code was validated based on other
published Monte Carlo simulations in marine optics.
Some of these intercomparison exercises are sum-
marized hereafter. The first geometry tested was
that of a point source integrating cavity absorption
meter (PSICAM) [11,12]. The PSICAM was modeled
as a sphere with the appropriate radius and its inter-
nal face was set to a Lambertian reflector (with the
given reflectivity of the modeled material). The bulk
properties were set to those of the water sample stu-
died. Another small sphere with an external face set
as a photon emitter was placed at the center of the
first sphere. SimulO reproduced the theoretical
equation for both the average path length and num-
ber of collisions on the internal face of the cavity
when the sample is purely absorbent (see Eqs. 4 and
5 in [11]) with differences smaller than 0.4%.
Leathers et al. [12] also used Monte Carlo simula-
tions to determine the error in the PSICAM response
due to the presence of scatterers with isotropic and
Petzold phase functions [13], for different values of
the absorption coefficient (see their Figs. 2 and 3).
For both cases, SimulO reproduced Leathers et al.’s
results with differences equal to the statistical error
of Monte Carlo simulations when considering 107

emitted photons. The second geometry tested was
a reflective tube absorption meter as simulated by
Kirk [14]. To understand the behavior of a reflective
absorption tube, this author studied the variations of
the ratio between the measured and true absorption
coefficients as a function of the acceptance angle of
the detector and of the tube reflectivity (see Figs. 2

and 3 in this paper). Kirk’s [14] results were repro-
duced with SimulO with a difference smaller than
0.5%. Additional cases with other absorption and
scattering coefficients (with comparable geometry)
were also simulated and compared to results ob-
tained with published Monte Carlo codes [7] with dif-
ferences smaller than a few percent. SimulO was also
used to simulate the propagation of light within a
water column. The code perfectly reproduced results
obtained by Mobley et al. [15] (see their canonical
problems numbered 2 and 3).

B. Modeling the Absorption and Attenuation Meters

The geometrical and optical properties of the a- and
c-tubes of the AC9 device were set based on informa-
tion kindly provided by the WET Labs technical staff
(Fig. 1). A 3Dmodeling was used (as our SimulO code
only works with a 3D scheme), but a two-dimensional
representation would have been suitable due to the
axial symmetry of the AC-9 device.

Themodeled a-tube is composed of a source, a tube,
and a detector. The source is modeled as a cylinder
with a radius of 0:315 cm located at 9:036 cm back
from the water side of the quartz input window.
The tube length is set to 10 cm, as such a short path
length is more appropriate for measuring the optical
properties of both clear and turbid waters. Photons
are emitted with a divergence angle of 0:95° (half an-
gle). Two quartz windows (0:5 cm thick each) exactly
10 cm distant from each other are positioned at both
ends of a quartz tube (8:5 cm length) with an inner
radius of 0:6 cm and an outer radius of 0:75 cm. This
tube is used to collect the scattered light and reflect it
back within the water sample and toward the detec-
tor. To bridge this quartz tube and the two quartz
windows, two tubes with fully absorbent walls are
added. In the real absorption tube, the air side of
the exit quartz window is covered by a thin layer
of optical epoxy with a scattering material added
to it. This scattering layer is immediately followed
by a large silicon diode. This technique, used to
increase the acceptance angle of the detector, cannot
easily be modeled with SimulO. Therefore, we used a
cylinder shape with a radius of 1:4 cm, separated

Fig. 1. Schematic modeling of the absorption and attenuation tubes including the light sources and detectors.
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from the exit window by a thin layer of air, to repre-
sent the detector collecting area. This detector has an
acceptance angle of 60° (half angle), which means
that only the photons reaching the detector with a
polar angle smaller than 60° will be detected, i.e.,
counted. This value of 60° is somewhat arbitrary,
but previous studies [14,16] showed that the exact

value of the detector acceptance angle is not signifi-
cant beyond 45° (half angle). All faces of this virtual
detector are set to be fully absorbent. Therefore, only
photons that are reflected by the quartz–air interface
can go back within the tube.

The c-tube is easier to model. The photon source is
the same as in the a-tube and is also located at a

Fig. 2. Modeled IOP dataset used as inputs for Monte Carlo simulations. Absorption coefficients are cut at 767 nm because of null value
at 870 nm (in log scale).
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distance of 9:036 cm away from the water side of a
quartz window (0:5 cm thick). This window is fol-
lowed by a tube with a radius of 0:6 cm and a length
of 10 cm. The volume inside the tube has the bulk
properties of the water sample studied while the wall
of the tube is set to fully absorbent. A second 0:5 cm
thick quartz window closes the tube and is immedi-
ately followed by a cylinder that represents the de-
tector. This detector has a diameter of 1:04 cm and
an acceptance angle of 1:2° (half angle). This accep-
tance angle in the air, derived from the optical design
given by WET Labs, corresponds to an acceptance
angle of 0:9° in water. As for the absorption tube, only
photons that are reflected by the quartz–air interface
at the exit window can go back within the tube.

During a simulation, the probability of detection,
noted P, is calculated as the number of photons

reaching the detector inside the FOV divided by the
number of photons emitted. This calculation is per-
formed for each tube separately and for each set of
optical properties atðλÞ and btðλÞ ascribed to a water
sample. As for real AC-9 measurements, these opti-
cal properties are referenced to pure water. For this
reason, the probability of detection (P0) is initially
computed with the tubes filled with pure water.
The pure water absorption coefficient is taken from
Pope and Fry [17] between 380 and 725 nm and from
Kou et al. [18] between 730 and 900 nm. The pure
seawater scattering coefficient and phase function
are taken from Morel [19]. A very recent study pro-
vides new values for the pure seawater scattering
coefficient [20]. These values are actually very close
to the ones of Morel [19] (within 1%) and, due to the
high values of the ratio bt=bw considered in our study

Fig. 3. Spectral variations of kc in (a) NAP-dominated, (b) CDOM-dominated, (c) Chl-dominated, and (d) Mixed natural waters. For each
water type, results are presented for sample1 to sample4. The AC-9 tube length is 10 cm, and the VSF used is FF-183.
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(minimum 45 and up to 230,000), do not significantly
affect our results.

Based on Eq. (3), the absorption and attenuation
coefficients that would be measured with the simu-
lated AC-9 sensor, noted amðλÞ and cmðλÞ, respec-
tively, are calculated as

xmðλÞ ¼ −
1
L
ln
�Px

at;bt
ðλÞ

Px
0;0ðλÞ

�
; ð8Þ

where x is either a or c, and Px
at;bt

ðλÞ and Px
0;0ðλÞ are,

respectively, the probabilities of detection computed
for the water sample and for pure water.

The true (imposed) optical properties for a water
sample are atðλÞ and btðλÞ, then ctðλÞ is equal to
atðλÞ þ btðλÞ. Computations with SimulO give the op-
tical properties that would be measured by the AC-9,
noted amðλÞ and cmðλÞ. The actual values of kaðλÞ and
kcðλÞ are obtained from Eqs. (4) and (5), respectively.
The method proposed by Zaneveld et al. [2] to correct
for residual scattering is strictly applied to obtain the
corrected absorption acðλÞ and scattering [bcðλÞ ¼
cmðλÞ − acðλÞ] coefficients. The relative errors, in
percent, associated with the measured cmðλÞ, acðλÞ
and bcðλÞ coefficients are calculated as

ExðλÞ ¼
�
xmðλÞ − xtðλÞ

xtðλÞ
�
× 100; ð9Þ

where xm is either ac, cm, or bc.

C. Modeled Water Samples

The following wavelengths were considered in the
computations: 412, 440, 490, 555, 630, 676, 715,
750, and 870 nm. These wavelengths, available for
AC-9 sensors, were selected in order to cover the visi-
ble and near-IR spectral domains, and also to match
the absorption peaks of phytoplankton centered at
440 and 675 nm. The spectral variations of ka and
kc and the spectral errors associated with the simu-
lated absorption and attenuation coefficients were
calculated using SimulO, considering a wide range of
optical properties representative of most natural
waters. These optical properties were obtained by
mixing the additive separate contributions, in terms
of absorption and scattering, of the three following
broad classes of optically significant constituents
found in natural waters: phytoplankton (Chl), co-
lored dissolved organic matter (CDOM), and non-
algal particles (NAP). The respective absorption
and scattering coefficients, in m−1, were calculated
by using the following parameterizations for the in-
dividual components. For phytoplankton absorption
[21],

aChlðλÞ ¼ ½Chl� × a�
ChlðλÞ; ð10Þ

where aChlðλÞ is the absorption coefficient of phyto-
plankton (m−1), [Chl] is the total concentration of
chlorophyll-a and phaeopigments (mg m−3), and
a�
ChlðλÞ is the chlorophyll-specific absorption coeffi-

cient of phytoplankton (m2ðmg ChlÞ−1). In the visible
spectral domain, the a�

ChlðλÞ values used in the com-
putations were taken from Bricaud et al. [22] for
[Chl] concentrations ranging from 1 to 10 mg m−3

and from Dall’Olmo and Gitelson [23] for higher
[Chl] concentrations. The a�

Chlð870Þ value was sys-
tematically set to 0, while a�

Chlð715Þ and a�
Chlð750Þ

were obtained from a linear interpolation between
700 and 870 nm.

Light scattering by phytoplankton was modeled
as [24]

bChlðλÞ ¼ 0:3 × ½Chl�0:62 × ð550=λÞ: ð11Þ

Light absorption by CDOM was assumed to fit an
exponential function [25]:

aCDOMðλÞ ¼ aCDOMð440Þ × expð−0:017 × ðλ − 440ÞÞ;
ð12Þ

with a mean spectral slope of 0:017 nm−1 [26].
Light absorption by NAP was modeled using a

similar exponential function [27]:

aNAPðλÞ ¼ ½NAP� × a�
NAPð440Þ

× expð−0:0123 × ðλ − 440ÞÞ; ð13Þ

where [NAP], in g m−3, is the concentration of NAP,
and a�

NAPð440Þ is the mass-specific absorption coeffi-
cient of NAP (set to a constant value of 0:04 m2 g−1
[28]). The value of the spectral slope used in our com-
putations (0:0123 nm−1) is the average value found
for European coastal waters [26]. In all the cases si-
mulated, aChlð870Þ, aCDOMð870Þ, and aNAPð870Þ were
set equal to 0, and Eqs. (10), (12), and (13) were used
to model light absorption by the optically active
water constituents at the other wavelengths. This
implies that one of the main assumptions made in
the correction proposed by Zaneveld et al. [2] [Eq. (7)]
was fulfilled at 870 nm, but not at the other near-IR
wavelengths considered here (715 and 750 nm).

Finally, light scattering by NAP particles was mod-
eled using the following power-law function [29]:

bNAPðλÞ ¼ ½NAP� × b�NAPð555Þ × ðλ=555Þ−0:5; ð14Þ

where b�NAPð555Þ is the mass-specific scattering coef-
ficient of NAP, set to a constant value of 0:51 m2 g−1
[28]. The mean value of the scattering spectral slope
(0.5) was selected based on results obtained by
Doxaran et al. [30].

The optical properties of the modeled water sam-
ples, atðλÞ and btðλÞ, were obtained as the sum of the
phytoplankton, CDOM, and NAP contributions. The
complete set of modeled spectral absorption and scat-
tering coefficients considered is presented in Fig. 2.
The objective was to reproduce typical inherent
optical properties encountered in so-called Case 1
and Case 2 waters [31], i.e.:
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i. in oceanic waters with various concentrations
of chlorophyll pigments, including concentrations
reached during phytoplankton blooms; the case of
high concentrations of Chl and CDOM (resulting
from phytoplankton decay) and low concentration
of NAP (detrital suspended matter) was also consid-
ered as it was encountered in highly productive lake
waters [23]; and

ii. in coastal and estuarine waters with various
Chl concentrations and systematic high concentra-
tions of terrigenous substances in solution (CDOM)
and/or in suspension (NAP). The concentrations con-
sidered for these two last water constituents were
documented during field experiments [23,26,28,32].

Fourteen modeled water samples were generated
and classified into four distinct categories of natural
waters (Table 2).

i. Typical Chl-dominated Case 1 waters, i.e., pure
seawater with increasing [Chl] concentrations: 1, 10,
and 50 mg m−3 (samples noted Chl1 to Chl3). The
[NAP] concentrations were set to obtain a aNAP∶

aChlð440Þ ratio that varies according to [33], which
corresponds to 47, 21, and 12%, respectively, for
samples Chl1, Chl2, and Chl3. The [CDOM] concen-
trations were set to obtain a constant aCDOM∶

aChlð440Þ ratio of 30% [21]. The case of an extremely
low [Chl] concentration was not considered due to the
too long computation time necessary to reach conver-
gence (see below). Here bt was simply modeled using
Eq. (11), as it includes light scattering by all particles
found in Case 1 waters.

ii. Case 2 NAP-dominated waters, i.e., pure sea-
water with increasing [NAP] concentrations: 0.5, 5,
50, and 150 g m−3 (samples noted NAP1 to NAP4).

iii. Case 2 CDOM-dominated waters, i.e., pure
seawater with increasing CDOM [aCDOMð440Þ] con-
centrations: 0.1, 0.5, and 2 m−1 and a fixed NAP con-
centration of 0:5 g m−3 (samples noted CDOM1 to
CDOM3).

iv. Case 2 waters withmixed contributions of Chl,
CDOM, and NAP: ð0:1 mg m−3; 0:1 m−1; 0:5 g m−3Þ,
ð1 mg m−3; 0:5 m−1; 5 g m−3Þ, ð10 mg m−3; 2 m−1;
50 g m−3Þ, and ð10 mg m−3; 2 m−1; 0:5 g m−3Þ. These
four samples are noted Mixed1 to Mixed4.

For the VSFof particles, we considered a spectrally
flat Fournier–Forand phase function [34] with a fixed
backscattering ratio [35] independently of the simu-
lated water type. A backscattering ratio of 1.83% was
used to be consistent with other Monte Carlo studies
using the VSF measured by Petzold [13].

D. Estimation of Computation Errors

The Monte Carlo approach is a statistical method
that randomly simulates the propagation of millions
of photons to estimate an average behavior. It is,
therefore, always important, prior to any result in-
terpretation, to assess the precision (i.e., conver-
gence) of a simulation. In the current study, the

problem of convergence is critical because different
simulation results, such as the error on the absorp-
tion measurement retrieved by the proportional cor-
rectionmethod [Eq. (7)], combine several simulations
(for the a- and c-tubes, for the sample and for pure
water, at the selected wavelength and the near-IR re-
ference wavelength). The precision for a computation
was calculated as follows. For each case considered
(i.e., a selected tube, wavelength, and set of IOPs),
hundreds of simulations (each one corresponding
to 107 photons emitted) were run. Results from these
simulations were randomly classified, then averaged
into ten groups, i.e., ten replicates of the same case. If
the number of photons used was high enough, the dif-
ference between replicates should be negligible.
These replicates were then averaged to obtain the fi-
nal result. The computation error was calculated as
the standard deviation over these replicates divided
by the square root of 10 (the number of replicates) to
take into account that final results were obtained
with 10 times more photons than each replica.

4. Results and Discussion

A. Error on the Measured Attenuation Coefficient

Based on Eq. (5), the measurement error on ct de-
pends on kc and bt. As a first approximation, kc can
be obtained by simply integrating the normalized
VSF over the FOV of the detector. In the case of the
selected VSF (FF-183), this integral is equal to
24%. Results from SimulO are presented separately
for the four types of natural waters considered
(NAP dominated, CDOMdominated, Chl, andMixed)
(Fig. 3). Between 412 and 870 nm, the simulated kc is
equal to about 22% and remains lower than the first
approximation of 24% as long as bt is lower than
30 m−1 (samplesNAP3andMixed3),which is the case
in most natural waters, apart from highly turbid re-
suspension zones, estuaries, and river plumes. The
fact that simulated values are lower than theoretical
ones results from the divergence of the light source.
Indeed, when considering a perfectly parallel beam,
theoretical and simulated kc values do not differ ex-
cept in highly turbid conditions (results not shown).
A significant increase in kc (values up to 28%) only oc-
curs when bt reaches extreme values close to 100 m−1

(sample NAP4) because of significant multiple scat-
tering effects [7]. As expected [2], results show very
limited spectral variations of kc whatever the water
type considered. Only sample NAP4 exhibits more
pronounced kc spectral variations (þ11% from 870
to 412 nm). These first results show the limited influ-
ences of the water turbidity and wavelength on kc.
Note, however, that the actual variations of kc are ex-
pected to bemainly affected by the angular variations
of the particulate VSF [8,9,7,10]. Such cases are con-
sidered later in Subsection 4.D.

As long as kc is almost a constant value of 22%, the
measured cm coefficient underestimates by 22% the
actual ct value (Fig. 4). This simple result is implicit
from Eq. (5) when scattering predominates over
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absorption (i.e.,ϖ0 close to 1). Note that this result is
strictly specific to the selectedVSF (hereFF-183). The
underestimation of ct is significantly reduced when
light absorptionbecomespredominant over light scat-
tering (i.e.,ϖ0 lower than 0.5). This typically occurs at
short visible wavelengths, where CDOM strongly ab-
sorbs light [Figs. 4(b) and 4(d)], and around phyto-
plankton absorption peaks [Fig. 4(c)]. As the error
mainly results from the collected scattered photons,
the measured attenuation coefficients are quite accu-
rate in the case of CDOM-dominated waters, which
are essentially absorbing. In highly scattering waters
(bt > 50 m−1, sample NAP4), the error on ct slightly
increases (26% underestimation, rather than 22%).
This slight increase in the underestimation of ct is
due to multiple scattering effects [7]. Note again that
these errors, which remain acceptable, are specific to

the selected VSF. Large variations of kc from 10% to
45% are expected based on the VSFs that have been
documented in the literature [13,36,37].

We finally investigate how accurately the spectral
slope of the attenuation coefficient can be retrieved
from AC-9 measurements. This spectral slope is an
important parameter, which, based on theory, is di-
rectly related to the particle size distribution in
the case of nonabsorbing and homogeneous spherical
particles following a power-law size distribution,
with diameters ranging from 0 to infinity [38]. Par-
ticles found in mineral-rich coastal waters optically
behave like such particles [39]. In our modeled NAP-
dominated water samples, the spectral variations of
ct are well described (R2 > 0:99) by a power-law func-
tion similar to the one presented in Eq. (14). Based on
SimulO results, AC-9 measurements overestimate

Fig. 4. Spectral errors associated with attenuation coefficients (c, in m−1) measured in (a) NAP-dominated, (b) CDOM-dominated, (c) Chl-
dominated, and (d) Mixed natural waters. For each water type, results are presented for sample1 to sample4. The AC-9 tube length is
10 cm, and the VSF used is FF-183.
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the spectral slope of this power-law function by 5% on
average and by up to 12% (Fig. 12). Those results va-
lidate the use of AC-9 measurements to study the
particle size distribution in NAP-dominated waters.

B. Error on the Measured Absorption Coefficient

Several sources of error on at result from the adopted
optical setup and are accounted for by the coefficient
ka. Additional sources of error result from the scat-
tering correction method adopted here, i.e., from
the assumptionsmade by Zaneveld et al. [2]. The first
assumption is that ka is flat spectrally. As a first ap-
proximation, ka is obtained by integrating the nor-
malized VSF beyond the critical angle of 41:7°. For
the selected VSF (FF-183), this integral is equal to
7%. Our computations show that ka values typically
range from 9% to 13% (Fig. 5), i.e., values signifi-

cantly higher than 7%. This is mainly due to the
quartz tube length being shorter than the full path
length (see Fig. 1). Even with a VSF spectrally flat
over the considered wavelengths, ka presents weak
but significant spectral variations (maximum of
10% between 412 and 870 nm). These variations,
multiplied by bt, may significantly impact on the
corrected absorption coefficient.

The variations of ka are mainly related to the VSF,
but are also induced by (not exhaustive):

i. the path length increase due to single and mul-
tiple scattering. It induces an overestimation of at,
which depends on the level of scattering and is also
almost proportional to the total absorption coeffi-
cient (i.e., including water). This effect is strong,
especially at wavelengths associated with high light

Fig. 5. Spectral variations of ka in (a) NAP-dominated, (b) CDOM-dominated, (c) Chl-dominated, and (d) Mixed natural waters. For each
water type, results are presented for sample1 to sample4. The AC-9 tube length is 10 cm, and the VSF used is FF-183.
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absorption by pure water, and induces an increase of
ka with increasing a values;

ii. multiple reflections of photons at the extremi-
ties of the a-tube. This effect, already observed [40], is
usually veryweak, but becomes significantwhen scat-
tering is low compared to absorption. It induces an in-
crease of ka with increasing light absorption [e.g., in
the case of CDOM-dominated waters, Fig. 5(b)]. Note
that the magnitude of this effect is highly sensitive to
the modeling of the ends of the tubes (albedo of the
extremities);

iii. multiple scattering, which enhances the di-
vergence of the scattered beam so that less photons
are collected at the end of the tube; or

iv. photons reflected by the quartz wall (quartz–
air interface) of the a-tube, which could exhibit a
shorter path length within the water sample due to
the travel within the quartz wall (because the length
traveled through the quartz wall shortens the travel
within the water sample). Therefore, these photons
are subject to limited absorption effects compared
to photons traveling only within the water sample.
This systematically results in the increase of ka with
decreasing light absorption and/or scattering.

It is difficult to assess theoretically the residual
effect on ka induced by these different processes.
However, results of simulations show that photons
traveling within the quartz wall of the tube are actu-
ally the predominant process controlling the varia-
tions of ka for a wide range of IOPs. This is
confirmed when simulating a quartz tube with a very
thin wall. In such a case, the critical angle for total
internal reflection at the quartz–air interface re-
mains unchanged while the path length within the
wall is negligible. For the same range of IOPs, results
show that ka increases as a or b increases when the
quartz wall is thin (results not shown), while ka de-
creases as a or b increases with the actual setup
[Figs. 5(a), 5(c), and 5(d)]. Thus, removing this last
effect while others remain unchanged is sufficient
to modify the behavior of ka.

In natural waters, the total scattering coefficient
generally exhibits weak spectral variations, by oppo-
sition to the total absorption coefficient, which varies
by several orders of magnitudes from short visible to
near-IR wavelengths. It is, therefore, not so surpris-
ing that the spectral variations of ka are related to
the absorption spectrum. At 870 nm (highest pure
water absorption coefficient at the considered wave-
lengths), ka values are always lower than at 412 nm.
An exception occurs when particulate light absorp-
tion at 412 nm is equivalent to light absorption by
pure water at 870 nm (which only occurs for the
NAP4 and Mixed3 samples). For the same reason,
ka is systematically higher at 715 nm than at
870 nm.
Therefore, the choice of the reference wavelength in
the near-IR (where light absorption by pure water is
high and strongly varies with wavelength) directly
impacts on the spectral variation of ka and, therefore,

on the results obtained when applying the correction
method for residual scattering [2]. Note that the
CDOM-dominated waters represent a specific case
[Fig. 5(b)]: ka increases toward the short visible
wavelength, as does light absorption. In such cases,
associated with the lowest ϖ0 values, the variations
of ka aremainly induced by themultiple reflections of
photons at the extremities of the a-tube.

The errors on at depend on ka variations, but also
on the assumption of null absorption at the reference
near-IR wavelength [2]. In our modeled samples,
light absorption by the water constituents is zero at
870 nm, but not at 715 nm. The choice of the near-IR
reference wavelength, therefore, impacts on the er-
rors associated with at. Results from our simulations
are presented when considering 870 then 715 nm as
the reference near-IR wavelength (Fig. 6). The errors
on at are only presented in the visible part of the
spectrum, as the results obtained in the near-IR
mainly depend on the assumption made at the refer-
ence wavelength.

When using 870 nm as the reference, errors are ty-
pically lower than 10% at short visible wavelengths
(<450 nm). They increase toward red wavelengths
and are at a maximum when absorption is close to
zero, as the errors calculated are relative. The imper-
fect correction for residual scattering, due to the un-
expected spectral variation of ka, leads to errors of
about 30% at 600 nm. As expected, the maximum er-
rors correspond to the cases of highly scattering
NAP-dominated waters [Fig. 6(a)]. In the case of
CDOM-dominated waters (low scattering), the mea-
sured absorption values are much more accurate:
errors are lower than 15% [Fig. 6(b)]. The case of
Chl-dominated waters is of great interest as a repre-
sentative of most oceanic waters. Around the phyto-
plankton absorption peaks (443 and 675 nm), errors
are systematically lower than 10%. These errors in-
crease between these wavelengths as the absorption
coefficient is lower, but remain in the range of 10%–

25%. The case of Mixed waters is also of high inter-
est, as representative of most coastal waters. Once
again, the errors remain limited (<15%) when
870 nm is used as the reference wavelength. In NAP-
dominated waters, it is important to note that the
computed relative errors on at depend on the spectral
slope considered for aNAP in Eq. (13). If, for example,
a slope of 0:009 nm−1 is considered (instead of
0:0123 nm−1), this results in higher aNAP values at
red and near-IR wavelengths, and, thus, in lower re-
lative errors on at (e.g., 41% rather than 97% for sam-
ple NAP3 at 676 nm). But in terms of absolute errors
on at (not shown), the differences are not really sig-
nificant. The systematic overestimation of at is due to
the fact that ka or kc are always lower at the near-IR
reference wavelength than at any other wavelength.
It is possible to show that at is overestimated when
the F function defined by McKee et al. [41] (see their
Eq. 4b), is over 1. This F function is equal to 1 at the
reference near-IR wavelength and increases as ka or
kc increases. The samples NAP4 and Mixed3 are two
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atypical cases that both exhibit ka values lower at
412 nm than at 870 nm. For these samples, the in-
crease of kc compensates for these low ka values.

When using 715 nm (instead of 870 nm) as the re-
ference near-IR wavelength, the errors are, as ex-
pected, higher in the red part of the spectrum and
decrease toward shorter visible wavelengths. For
Chl-dominated waters, errors are particularly low
around phytoplankton peaks and are mostly inde-
pendent, as for NAP-dominated waters, of the Chl
(and/or NAP) concentration. The systematic under-
estimation of at is due to the residual absorption
at 715 nm. When applying the so-called proportional
method at a wavelength where absorption is not zero,
Eq. (7) can be rewritten as

atðλÞ ¼ amðλÞ − ½amðλrÞ − atðλrÞ�
bmðλÞ
bmðλrÞ

¼ acðλÞ þ atðλrÞ
bmðλÞ
bmðλrÞ

; ð15Þ

where ac is the absorption coefficient derived from
Eq. (7). Equation (15) shows that the proportional
method leads to an underestimation of at that is
proportional to the absorption coefficient at the refer-
ence wavelength. For example, if we consider sam-
ples NAP3 and Mixed3, and if the assumption
made in Eq. (6) is fulfilled, Eq. (15) leads to an under-
estimation of at at 412 nm by 3% and 14%, respec-
tively. These values are only slightly lower than the

Fig. 6. (Color online) Spectral errors associated with absorption coefficients (a, in m−1) measured in (a) NAP-dominated, (b) CDOM-
dominated, (c) Chl-dominated, and (d) Mixed natural waters. For each water type, results are presented for sample1 to sample4. Results
are presented when using 715 nm (dashed curves) or 870 nm (solid curves) as the reference near-IR wavelength. The AC-9 tube length is
10 cm, and the VSF used is FF-183.
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ones simulated. Therefore, Eq. (15) explains by itself
the underestimation of at at short wavelengths due
to residual absorption at λr.

We now look at the potential influence of the AC-9
tube length (10 or25 cm) on the errors associatedwith
absorption measurements. Simulations were carried
out for the first two (less turbid) samples of eachwater
type, for a 25 cm, then a 10 cm tube. Results show
that the errors obtained remain comparablewhatever
the tube length [Figs. 7(c), 7(e), and 7(g)] except in the
case ofNAP-dominatedwaters [Fig. 7(a)]. In all cases,
absorptions retrievedwith a tube of25 cmare slightly
higher than those obtained with a tube of 10 cm. This
is due to enhanced variations of ka in the longer tube
(Fig. 7, right panel). These variations of ka induce an
overestimation of at, which compensates for the un-
derestimation resulting from the residual absorption
at 715 nm. For NAP-dominated samples, this com-
pensation is almost perfect. As the 25 cm length tube
exhibits strong variations of ka (induced by the spec-
tral variations of the total absorption coefficient),
such a tube length is not compatible with near-IR
wavelengths around 870 nm (where light absorption
by pure water varies by several orders of magnitude).
The strong ka variations from 870 nm to visible wave-
lengthswould invalidate one of themain assumptions
made in the proportional correction method (i.e., ka
could not be assumed to be flat spectrally).

Finally, we determined how accurately the spectral
slope of the absorption coefficient can be retrieved
from AC-9 measurements. To address this question,
we considered the cases of NAP-dominated, CDOM-
dominated, and Mixed waters, for which the spectral
variation of the absorption coefficient is well de-
scribed (R2 > 0:94) by an exponential function [see
Eqs. (12) and (13)]. The spectral slopes of the CDOM
and NAP absorption coefficients are key parameters
inmarine optics, as they can be used as rough proxies
for the chemical composition of the absorbing consti-
tuents. In NAP-dominated waters, the exponential
spectral slope is rather poorly retrieved (typical error
of −20%) due to imperfect corrections for residual
scattering (Fig. 12). By opposition, in CDOM-
dominated and Mixed waters, this spectral slope is
retrieved with an error lower than 5% (slight under-
estimation). This is due to the low error on at
[Figs. 6(b) and 6(d)].

C. Error on the Measured Scattering Coefficient

The estimation of errors on bt is less explicit, as it
results from the combined errors on ct and at mea-
surements [Eq. (2)]. Again, we discriminate the re-
sults obtained when using 715 or 870 nm as the
reference near-IR wavelength in Eq. (7) (Fig. 8). The
first observation is that errors are almost spectrally
flat, in all cases. In NAP-dominated waters, the at-
tenuation and scattering coefficients are very close,
so that the errors on bt and ct are very similar: the
bc value underestimates by 22% the actual bt value
(up to 28% for the most turbid case). The same com-
ment applies to Chl-dominated and Mixed waters,

where bt is typically 19% to 23% underestimated over
the full spectrum considered (depending on the refer-
ence wavelength used). These results still hold in
CDOM-dominated waters, when 870 nm is used as
the reference wavelength in the near-IR. If 715 nm
is used as the reference wavelength, the errors on
bt are significantly lower. This is due to the underes-
timation of at, which compensates for the underesti-
mation of ct. This compensation is particularly
important for CDOM-dominated waters, as the mag-
nitudes of bt and at are similar. The error made on
the scattering coefficient appears to be the most
stable spectrally, thus a priori the easiest to predict
if the VSF is known.

The spectral slope of the particulate scattering
coefficient is another key parameter inmarine optics,
as it may be directly related to the size distribution of
the hydrosols in the case of nonabsorbing particles
distributed in size according to a power-law function
[38]. Note that this assumption is usually not valid in
the visible part of the spectrum [28,30]. Our compu-
tation results show that the value of the measured bc
spectral slope is systematically slightly underesti-
mated, but only by a few percent (<5%) (Fig. 12).
These results are valid whatever the water type
considered (i.e., NAP, CDOM, Chl-dominated, and
Mixed). The uncertainty on the measured spectral
slope increases, but only up to −10%, in the case of
the most scattering NAP-dominated waters and for
the most absorbent CDOM sample.

D. Potential Impacts of Significant Particulate Absorption
in the Near-IR and Variations of the VSF

In the previous computations, light absorption by
particles was assumed to be negligible in the near-
IR, i.e., aNAPð870Þ and aChlð870Þ were both set to 0.
This assumption, also made by Zaneveld et al. [2], re-
lies on several studies dealing with natural particles
[42,43], but remains questionable based on recent re-
sults [44,45]. The potential impact of significant light
absorption by particles in the near-IR cannot be ig-
nored in our study; it is investigated by considering
a constant background B in Eq. (13), which becomes

aNAPðλÞ ¼ ½NAP� × a�
NAPð440Þ

× ðexpð−0:0123 × ðλ − 440ÞÞ þ BÞ: ð16Þ

The B value was set to obtain a aNAPð750Þ∶aNAPð440Þ
ratio of 25% and light absorption at 870 nm was no
longer equal to zero. A ratio of 25% was considered in
our computations based on measurements carried
out in the North Sea, where the aNAPð750Þ∶
aNAPð440Þ ratio was observed to vary between 18%
and 24% [46]. The impact on the errors associated
with the estimated ka and kc factors and the mea-
sured cm and ac coefficients are investigated using
SimulO. Only the case of NAP-dominated waters is
considered. Except for aNAP [Eq. (16)], the IOPs pa-
rameterization for NAP samples (renamed samples
NAPbkg1 to NAPbkg4) remains unchanged.
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The impact on the actual ka values appears to be
limited: ka values still range between 9% and 11%
and present similar spectral variations [see Fig. 9(a)
as compared to Fig. 4(a)]. But errors on at raise dra-
matically: these errors are logically of −100% at the
selected near-IR wavelength [see Eq. (9)], then gra-
dually decrease in absolute values toward short visi-

ble wavelengths, but remain very high: −20%, −60%,
and −75%, respectively at 412, 555, and 630 nm
[Fig. 9(b)]. If the assumption of null particulate light
absorption is not fulfilled in the near-IR, the propor-
tional correction method leads to a dramatic under-
estimation of the absorption coefficient over the
whole visible spectrum due to the residual term in

Fig. 7. (Color online) Spectral errors associated with absorption coefficients (a, in m−1) depending on the length of the AC-9 tubes (10 or
25 cm). The errors are compared for the first two modeled samples of (a) NAP-dominated, (c) CDOM-dominated, (e) Chl-dominated, and (g)
Mixed natural waters when using 715 nm as the reference near-IR wavelength. The corresponding spectral variations of ka normalized at
715 nm are presented for each considered water type [(b), (d), (f), and (h), respectively]. The VSF used is FF-183.
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Eq. (15). This would also have a dramatic impact on
the retrieved at spectral slopes: the associated error,
already important, would increase by a factor 5 (not
shown). The results of our computations highlight
the crucial need of accurate measurements of light
absorption by particles in the near-IR spectral do-
main. The impact on kc and cm is much more limited
and almost insignificant as the error on ct mainly de-
pends on the VSF. A possible significant light absorp-
tion by NAP would also have little impact on the
accuracy of the ct and bt spectral slopes retrieved
from AC-9 measurements (Fig. 12).

The impact on kc and ka, and on the resulting cm
and ac coefficients induced by variations in the VSF

of particles is finally investigated. This variation is
described by a modification of the backscattering ra-
tio used to create the Fournier–Forand phase func-
tion [34,35]. The cases of NAP- (NAP2 sample) and
Chl- (Chl1 to Chl3 samples) dominated waters are
considered. Values for the backscattering ratio are
varied from 0.5% to 1.83% for Chl-dominated waters
[36,47] and from 1% to 5% for NAP-dominated
waters [48,49]. In NAP-dominated waters, variations
of the particulate backscattering ratio (values of 5%,
1.83%, and 1%) lead to significant variations of kc in
terms of magnitude (9%, 22%, and 32%, respectively)
while kc remains flat spectrally [Fig. 10(c)]. This is
because the changes in the angular distribution of

Fig. 8. (Color online) Spectral errors associated with scattering coefficients (b, in m−1) in (a) NAP-dominated, (b) CDOM-dominated, (c)
Chl-dominated, and (d) Mixed natural waters. For each water type, results are presented for sample1 to sample4. Results are presented
when using 715 nm (dashed curves) then 870 nm (solid curves) as the reference near-IR wavelength. The AC-9 tube length is 10 cm, and
the VSF used is FF-183.
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scattering only impact the fraction of scattered light
detected by the detector of the c-tube. Consequently,
the errors on ct are −9%, −22%, and −32%, respec-
tively [Fig. 10(d)]. It can be concluded, in agreement
with McKee et al. [40], that the particulate backscat-
tering ratio is the key parameter to be known a priori
in order to accurately estimate kc. Variations of this
ratio also induce significant changes in the actual ka
values [Fig. 10(a)]: 7%, 11%, and 22%. These varia-
tions result in worse absorption retrieval [Fig. 10(b)]
when light scattering is less peaked in the forward
direction (higher backscattering ratio) and when
using the scattering correction at 870 nm. By opposi-
tion, when using the scattering correction at 715 nm,
the effect of the VSF is weaker.

The results are similar and consistent in the case
of Chl-dominated waters. The variations of the par-
ticulate backscattering ratio (1.83%, 1%, and 0.5%)
lead to significant variations of kc in terms of magni-
tude (22%, 32%, and 44%, respectively) [Fig. 11(c)].
Again, these variations are simply because the
fraction of scattered photons captured by the c detec-
tor increases when the VSF is highly peaked in the
forward direction. The resulting errors on ct are
slightly lower than on kc, i.e., they are respectively
equal to −20%, −30%, and −42% [Fig. 11(d)]. kc and
the error on ct do not strictly equal because of signif-
icant absorption on top of scattering; this significant
light absorption induces weak spectral variations
of the errors around the absorption peaks of

Fig. 9. (Color online) Spectral errors associated with (a) ka, (b) a, (c) kc, and (d) c when considering a background for the NAP absorption
coefficient. The AC-9 tube length is 10 cm, and the VSF used is FF-183.
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phytoplankton. In terms of ka and errors on at, the
results obtained in Chl- and NAP-dominated waters
are simply concordant. When considering the scatter-
ing correction at 715 nm, the effect of the VSF is
practically insignificant.

Based on our computations, the lack of knowledge
on the actual VSF of Chl and NAP would have a
significant impact on the accuracy of the retrieved
spectral slopes of the at (for NAP samples), bt, and
ct coefficients (Fig. 12).

E. General Guidance for Measurement Error Estimation

Our results provide estimations of the errors asso-
ciated with the measured IOPs for a wide range of
water types. These errors are complex. They result
from the design of the AC-9 instrument and also from

the scattering correction method. In our opinion,
there is no general method that could allow a better
IOPs retrieval without additional measurement, and
the correction method proposed by Zaneveld et al. [2]
is themost efficient. To estimate the errors associated
with IOPs measured in the field, AC-9 users can use
our results, which are representative formost natural
waters. First, usersmust select thewater type (NAP-,
Chl-, orCDOM-dominated orMixed) corresponding to
their measurement based on ancillary data (e.g., Chl,
suspended matter, and/or CDOM concentration) or
prior knowledge of the IOPs of the sampled waters
(open sea, coastal water). Then, within the selected
water type, users can retrieve themodeledwater sam-
ple corresponding to their sample by using absorption
and scattering coefficients measured in the blue

Fig. 10. (Color online) Spectral errors associated with (a) ka, (b) a, (c) kc, and (d) cwhen considering different scattering phase functions in
the case of NAP-dominated natural waters. The AC-9 tubes length is 10 cm.
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where the error on a and c is minimum. The compar-
ison with the IOPs given in Fig. 2 will allow an inter-
polation of our errors on the different IOPs and their
spectral variations. These errors will depend on the
IOPs and VSF used as inputs in our simulations.

When measuring the attenuation coefficient, the
key factor for error calculation is the shape of the
VSF at small angles. This shape could be modeled
for a given backscattering ratio [35] and integrated
over the FOV of the detector to derive the kc factor.
In agreement with a recent study [7], we show that
the simulated value is only slightly lower than the
theoretical one, even in highly turbid waters. Then,

according to the definition of this factor (Eq. 5), it is
easy to derive the error on ct.

When measuring the absorption coefficient, key
factors are the near-IR wavelength used as reference
in the scattering correction method (715 or 870 nm)
and the value of the absorption coefficient at this
wavelength. When using the scattering correction
method at 870 nm, even with null absorption at this
wavelength, we found a significant error due to the
spectral variation of ka. But, for all our samples that
have a null absorption at 870 nm (i.e., excluding
NAPbkg samples), there is a relationship between
the error on at (for wavelengths lower than 715 nm)

Fig. 11. (Color online) Spectral errors associated with (a) ka, (b) a, (c) kc, and (d) cwhen considering different scattering phase functions in
the case of Chl-dominated natural waters. The AC-9 tubes length is 10 cm.
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Fig. 12. Errors associated with the attenuation, absorption, and scattering spectral slopes modeled using a power-law function (for the
scattering and attenuation coefficients) and an exponential function (for the absorption coefficient). Results are not presented for the water
samples whose absorption spectra do not follow an exponential law as a function of wavelength (i.e., the cases of NAP background and Chl-
dominated water samples are not considered here). Results from sample1 to sample4 are presented from the left to the right. The AC-9
tube length is 10 cm and 870 nm is used as the reference near-IR wavelength.

Fig. 13. (a) Error on a (%) as a function of bc=cm, when using 870 nm as the reference near-IR wavelength in the correction for residual
scattering. (b) Error on a (%) as a function of the error on a estimated using Eq. (17), when using 715 nm as the reference near-IR
wavelength in the correction for residual scattering. The AC-9 tube length is 10 cm [(a) and (b)]. Results are presented only at wavelengths
below 700 nm for samples with a null absorption coefficient at 870 nm (a) and for all samples (b).
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and the ratio bc=cm, which can be directly obtained
from AC-9 measurements [Fig. 13(a)]. This relation-
ship can be used to estimate the error for a given ratio
bc=cm, then to correct the data for this error. By taking
into account this relationship, the mean error on at
decreases from 15% to 3%, while the global range of
errormoves from ½0;−180%� to ½−20%;−50%�. To apply
this method, a user must be sure that there is no ab-
sorption at 870 nm, because, if it is not the case, it
would correct for an assumed overestimation of at,
while there is actually an underestimation of at. On
the ontrary, when using the scattering correction
method at 715 nm, it appears that the method of Za-
neveld provides satisfactory results due to the limited
variation of the absorption coefficient of purewater in
the visible part of the spectrum. This results, for ex-
ample, in a smaller variation of the error on at when
changing theVSF thanwhenusing the scattering cor-
rection at 870 nm [Figs. 10(b) and 11(b)]. By usingEq.
(15), it is possible to derive the theoretical error on at
at a given wavelength due to the residual absorption:

acðλÞ − atðλÞ
atðλÞ

¼ −
atðλrÞ
atðλÞ

btðλÞ
btðλrÞ

: ð17Þ

If we compare the simulated error and the one
obtained by using this equation, for all our modeled
samples including samples with absorption back-
ground in the near-IR (NAPbkg samples), we obtain
a very good agreement [Fig. 13(b)]. Only NAP-domi-
nated samples without absorption background in
the near-IR present simulated errors lower than
the estimated ones. This results from the strong error
due to scattering effects in such samples as compared
to residual absorption bias. Therefore, and by opposi-
tion to the scattering correction at 870 nm, the errors
found mainly depend on the residual absorption at
715 nm, which is, in fact, related to our IOP assump-
tions. Obviously, it is not possible to correct data for
this effect because atðλrÞ is unknown a priori. But
Eq. (17) can be used to estimate error on absorption
for any user’s IOP dataset.

5. Conclusion

Monte Carlo simulations were performed to explain
and quantify the errors associated with the attenua-
tion, absorption, and scattering coefficients that can
be measured in natural waters using a WET Labs
AC-9 and/or AC-S device. The errors quantified are
the ones related to the design of the sensor and result
from imperfect corrections for scattering effects. Both
the visible and near-IR spectral domains were con-
sidered. Computations were performed for tube
lengths of 10 and 25 cm.

Results confirm that the attenuation coefficient
could be accurately measured if the particle VSF
was known. As this is usually not the case, the mea-
sured attenuation coefficient is typically underesti-
mated by 10% and up to 40%, depending on the
actual VSF. In waters where particle scattering dom-
inates the optical properties, these errors are rather

flat spectrally. This is no longer true in waters asso-
ciated with strong light absorption by the colored
water constituents (e.g., CDOM-dominated waters).

Table 1. List of Symbols

Symbol Parameter and Unit

λ Light wavelength in vacuum (nm)
λr Reference near-IR wavelength for scattering

correction [2] (nm)
a Total absorption coefficient (m−1)
aw Pure seawater absorption coefficient (m−1)
aNAP Absorption coefficient of non-algal particles (m−1)
a�
NAP Mass-specific absorption coefficient of

non-algal particles (m2 g−1)
aCDOM Absorption coefficient of colored dissolved

organic matter (m−1)
aChl Absorption coefficient of phytoplankton

particles (m−1)
a�
Chl Chlorophyll-specific absorption coefficient of

phytoplankton (m2ðmg ChlÞ−1)
at Absorption coefficient of colored water

constituents on top of pure water assigned
(true) to each modeled water sample (m−1)

am Absorption coefficient measured by the
simulated AC-9 (m−1)

ac Absorption coefficient retrieved after scattering
correction [2] of the measured
am coefficient(m−1)

b Total scattering coefficient (m−1)
bb Particulate backscattering coefficient (m−1)
bw Pure seawater scattering coefficient (m−1)
bChl Scattering coefficient of phytoplankton

particles (m−1)
bNAP Scattering coefficient of non-algal

particles (m−1)
b�NAP Mass-specific scattering coefficient of

non-algal particles (m2 g−1)
bt Scattering coefficient of optically active water

constituents on top of pure water assigned
(true) to each modeled water sample (m−1)

bm Scattering coefficient measured by the
simulated AC-9, obtained from the
difference cm − am (m−1)

bc Scattering coefficient retrieved after scattering
correction [2] expressed as cm − ac (m−1)

c Total attenuation coefficient expressed
as aþ b (m−1)

ct Attenuation coefficient obtained
as at þ bt (m−1)

cm Attenuation coefficient measured with the
simulated AC-9 (m−1)

x Variation coefficient a, b, or c (m−1)
ϖ0 Single scattering albedo (dimensionless)
Px
at ;bt

Probabilities of detection (number of photons
detected divided by the number of photons
emitted) for the x-tube and for a given set of
inherent optical properties (dimensionless)

L AC-9 tube length (m)
FOV Detector field of view (degree, half angle)
ka Scattering error coefficient in the absorption

tube, expressed as ðam − atÞ=bt
(dimensionless)

kc Scattering error coefficient in the attenuation
tube, expressed as ðct − cmÞ=bt
(dimensionless)
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The main problem associated with AC-9 and AC-S
measurements concerns the correction for residual
scattering in the reflecting tube used to measure
light absorption. The actual ka and kc coefficients,
assumed to be wavelength independent in the pro-
portional correction method [2], do vary spectrally,
mostly due to spectral variations of the total absorp-
tion coefficient (including absorption by pure water)
and because of photons traveling within the quartz
wall of the a-tube. As a consequence, the relative er-
rors on the resulting absorption coefficients vary
from 5% to 10% where light absorption by the opti-
cally active water constituents is high enough (e.g., at
short visible wavelengths and around phytoplankton
absorption peaks) and increase in the red and near-
IR regions, especially in NAP-dominated waters.
These errors become dramatic if the assumption of
negligible non-water absorption in the near-IR is
not fulfilled. An accurate knowledge of particulate
absorption in this spectral region is definitely a
crucial point, especially for coastal waters [43–45].
Despite this significant uncertainty on absorption
measurements, accurate estimations of the particu-
late scattering coefficient (if the actual VSF is
known) and scattering spectral slope are possible.
Moreover, it is interesting to note that the extremely
high scattering that occurs in turbid coastal waters
does not represent a strong limit for field spectropho-
tometric measurements of light attenuation and
scattering.

This study has highlighted the potential but also
the limits of current field spectrophotometers that
have been used intensively during the past years
to study the IOPs of natural waters. At this point,

we simply conclude that the existing datasets should
be reconsidered, taking into account the uncertain-
ties documented in this paper. Further research is re-
quired to measure in the field (i) the actual VSF of
marine particles and (ii) particulate light absorption
in the near-IR spectral region.
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thank also two anonymous reviewers for their help-
ful comments.
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