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Estimation of optical shadowing effects that occur on in situ submerged radiance and irradiance mea-
surements conducted in the proximity of a large and complex three-dimensional deployment structure is
addressed by use of Monte Carlo simulations. We have applied backward Monte Carlo techniques and
variance reduction schemes in three-dimensional radiative transfer computations of in-water light field
perturbations by taking into account relevant geometric, environmental, and optical parameters that
describe a realistic atmosphere–ocean system. Significant parameters, determined by a sensitivity
analysis study, have then been systematically varied for the computation of an extensive set of correction
factors, included in look-up tables designed for operational removal of tower-shading uncertainties, which
typically induce an �1–10% decrease in absolute radiometric data values near a specific oceanographic
tower located in the northern Adriatic Sea. In principle, the proposed correction methodology can be
transferred to other deployment systems, instrument casings, and measurement sites if a comprehensive
description is provided for the system parameters and their variability. © 2002 Optical Society of
America
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1. Introduction

The presence of a finite deployment structure close to
an optical measurement point introduces abrupt me-
dium changes, breaks the translation-invariant sym-
metry within a plane-parallel atmosphere–ocean
system, and casts shadow perturbations on the sur-
rounding radiant energy field, all of which produce
light field inhomogeneities in all three spatial dimen-
sions.

Studies by several authors1–7 have addressed un-
certainties induced in underwater optical measure-
ments by large structures such as ships or
oceanographic towers, whereas minimum deploy-
ment distances of optical instruments operated from
ships have been empirically estimated by Mueller
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and Austin.8 However, no operational correction
methodology—based on quantitative estimations—
has yet been developed to remove shadowing uncer-
tainties caused by these large deployment structures
on the in-water optical measurements. The three-
dimensional �3-D� structure of different deployment
platforms can vary considerably. This hinders the
formulation of a general correction scheme that is
capable of providing the highly accurate radiometric
quantities required in bio-optical modeling, valida-
tion of optical remote-sensing products, and vicarious
calibration of optical space sensors.

Shadowing radiance L and irradiance E fields in
the proximity of light-obstructing structures �e.g.,
deployment towers, moored buoys, instrument cas-
ings� is an inherently 3-D problem, which can be
effectively addressed and reproduced by Monte
Carlo �MC� simulation.1,9 The 3-D backward MC
modeling of radiative transfer processes in the Sun–
atmosphere–ocean-structure–detector system can
ensure efficient simulation of the L and E fields,
producing a lower variance than that obtained by
forward MC modeling. In particular, correlated
photon tracking techniques,10 elaborated and imple-
mented in the recently developed PHO-TRAN MC

11,12 have shown their ability to estimate the
code,
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shadowing perturbation effects that appear in optical
measurements.

The purpose of this research is to illustrate the
development of a reliable and accurate methodology
established to correct for shadowing perturbations
induced on in-water radiance and irradiance mea-
surements, as taken close to the Acqua Alta Ocean-
ographic Tower �AAOT� located in the northern
Adriatic Sea and used to support ocean color valida-
tion activities. The proposed correction scheme is
based on low-variance backward MC simulations of
in-water radiometric measurements. The computa-
tion scheme has been validated with published data,
whereas the correction scheme has been perfected on
the quantitative findings from a sensitivity analysis
study.

2. Monte Carlo Simulations

MC methods, when applied to visible and near-
infrared radiative transfer problems, provide the
photon intensity and directional fields �e.g., the L
distribution� at any given virtual measurement point.
One can achieve this by properly initiating, tracking,
and tallying an adequate number of photons emitted
from the source that reach the detector after random
walk propagation,13 rather than by formal solution of
the associated radiative transfer equation �RTE�.
MC methods allow for a completely 3-D geometry
description of the media embedded in the simulated
system and can take into account detailed radiation–
matter interactions, without the mathematical load
usually needed by other computational approaches
based on formal solution of the RTE. The tracking
of photons is obtained by accurate simulation of par-
ticlelike transport and collision events that occur
across the system and is governed by stochastic ap-
plication of the physics that describes these events.
We tally photons by counting their contributions to
the signal at the detector point and categorize them
according to their properties, direction, and tracked
history. Estimates of mean detector responses �e.g.,
L and E measurements� and of their variances are
then statistically obtained.

The physics that describes the spectrally depen-
dent radiation–matter interactions that are included
in the PHO-TRAN MC model of radiative transfer—as
occurs in the visible and near-infrared energy range,
across a coupled atmosphere–ocean realistic system
and in the presence of shadow-casting totally absorb-
ing structures—are photon absorption by molecules,
by particles, and on dielectric interfaces; multiple
scattering from small scattering centers �molecular
Rayleigh scattering in air, density fluctuation scat-
tering in water� and from larger scattering centers
�Mie particle scattering�; bidirectional reflection
from dielectric interfaces �although simple Lamber-
tian reflection is assumed here�; Snell’s refraction
and Fresnel’s reflection �including total internal
reflection� at the interface between media with dif-
ferent refractive indices. The air–sea reflecting
and transmitting interface is statistically de-
scribed, within the general version of the PHO-TRAN

MC code, by allowance for the wind-roughened cap-
illary waves described by a Cox–Munk sea surface
slope distribution function,14 although the sea surface
is assumed flat for the scope of this investigation.

Within the PHO-TRAN MC simulations, the
atmosphere–ocean system is modeled on a 3-D refer-
ence frame with a right-handed Cartesian set of or-
thogonal axes, on which we placed a grid that
describes the geometric features of the problem.
The grid defines macroscopic volumes �cells� that con-
tain media of homogeneous optical properties. Sim-
ple cell volumes are 3-D boxes having vertices defined
by grid points. The code can handle quadratic sur-
face geometry, which allows more complex structures
to be defined �e.g., spheres and cylinders�. In each
cell of the grid, where a mixture of materials is al-
lowed for, the optically significant components
�OSCs� are specified and their spectral inherent op-
tical properties �IOPs� are assigned. The OSCs in-
cluded in the simulations are air molecules, aerosols,
pure seawater, and hydrosols. The latter are de-
fined here and throughout the rest of the paper to
describe collectively, from an optical standpoint, the
in-water suspended particles and dissolved matter of
both organic and inorganic nature �i.e., the in-water
components different from pure seawater�. Each
OSC is described by its IOPs: beam attenuation co-
efficient cOSC ��aOSC � bOSC�, single-scattering al-
bedo �OSC ��bOSC�cOSC�, and scattering phase
function POSC, where aOSC and bOSC are the absorp-
tion and scattering coefficients, respectively, and
bOSC is related to POSC through the volume-scattering
function �OSC � bOSCPOSC �the scattering angle de-
pendency of both POSC and �OSC is omitted for brev-
ity�. Moreover, bOSC is defined by integration of
�OSC over all solid angle elements d	 from the scat-
tering center �or, if assuming azimuthally symmetric
phase functions, over all annular elements 2
 sin �
d� at polar scattering angle � taken from the
forward-scattering direction�, giving bOSC � � �OSC
d	 � 2
 �0


 �OSC sin � d�. A combination of the
former and the latter equations gives the normaliza-
tion condition for the phase function 2
 �0


 POSC sin �
d� � 1. Each cell that contains a mixture of mate-
rials exhibits total IOPs �ctot, �tot, and Ptot� obtained
as a coherent and weighted sum of individual IOPs.
Specifically, for a cell that contains N different
j-indexed OSCjs, the total IOPs are obtained as ctot�
¥cOSCj

, �tot � btot�ctot � btot��atot � btot�, and Ptot �
�tot�btot, where atot � ¥aOSCj

, btot � ¥bOSCj
, �tot �

¥bOSCj
POSCj

, and the sums are extended over index j
to all the N OSCjs contained in the cell. The refrac-
tive index n of the mixture contained in the cell is
specified. In particular, the air and seawater refrac-
tive indices are assigned: natm for the atmosphere
and noce for the ocean.

Cell boundaries �i.e., interfaces between cells and
with outer space� are spectrally characterized by
transmittance and reflectance and by the associated
transmission and reflection angular distribution
functions �ADFs�, which could be bidirectional in
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character. Specific ADFs are also defined for the
source angular emission and for the detector angular
collection response. Atmospheric and oceanic layers
and their boundaries 
top of the atmosphere �TOA�,
sea surface, and sea floor� are generally horizontally
plane–parallel, except those layers in which a geo-
metric object that schematically represents a portion
of the shadowing structure is introduced at a specific
location within the 3-D reference frame. The shad-
owing structure and its surfaces are assumed to be
totally absorbing for all practical purposes, i.e., �tot�
0. Overcast sky conditions are simulated as a spe-
cial case by allowing for a uniform above-water inci-
dent radiance distribution, i.e., directional density of
incident photons is proportional to the cosine of the
incident zenith angle.

The solar source is described by a parallel beam of
monochromatic photons that originate from a far-
field point, and uniformly impinge on the TOA. The
emission directional distribution for the source is
therefore formulated by means of a Dirac � centered
on solar zenith �0 and solar azimuth �0. The �0
angle and its cosine �0 are considered to be positive
from the vertically upward direction, whereas �0 is
considered to be clockwise from the northbound me-
ridian.

The detectors are described by their geometric lo-
cation, their field of view �FOV�, and their ADF for
the accepted incoming photons. For simulated radi-
ances the FOV is a Dirac � or a 20° FOV cone as per
in-water field radiometer specifications, whereas for
irradiances it is a 2
 sr solid angle. Upwelling
�downwelling� radiances and irradiances present an
ADF centered on the vertically down �up� direction.
For irradiances �only plane irradiances are consid-
ered here�, the distribution of detected directions fol-
lows the typical cosine-collector law, so the ADF is the
cosine of the angle of acceptance with respect to the
normal to the irradiance detector plane, across the
full hemispheric FOV.

The tracked photon �assumed monochromatic,
with no energy redistribution processes, such as flu-
orescence or Raman scattering, accounted for� is es-
sentially described by a set of six parameters:
position �X � x, y, z�, flight direction �� � �, ��, and
statistical weight �W�. The polar angle of flight �
and its cosine � are considered positive from the up-
ward z axis, whereas the azimuth angle of flight �
increases counterclockwise from the positive x axis.
The photon has other parameters �actually counters�
associated with it, such as number of undergone col-
lisions, absorption and scattering events, and
reflection–transmission interfaces that categorize its
history.

A. Backward Monte Carlo

Photons detected by a radiometer are a fraction of
those emitted by the Sun and reach the sensor after
absorption, scattering, reflection, refraction, and
transport processes within the atmosphere–ocean
system. The properties of physical processes that
characterize the propagation of photons are time re-

versal invariant; hence the inverse course of events
can be applied by simulations. This principle is the
basis for the backward MC technique. Here back-
ward MC algorithms have been developed based on
Case’s reciprocity relationship15 and on Gordon’s im-
plementations.1 Random walk photon trajectory
sampling is performed the same way in backward MC
simulations as in forward MC simulations, but con-
tributions to the detected signal are deterministically
computed to ensure high computational efficiency.1

Different from forward MC, in the backward MC
scheme photons with initial unitary statistical weight
W0 are released from the detector within its FOV
according to the predefined collection ADF. The for-
ward MC detector therefore becomes a source in the
backward MC scheme, whereas the forward MC solar
source is a point detector in the backward MC scheme
and is treated as if located at an infinite distance from
the simulated atmosphere–ocean system. After the
photon emission from the detector, a free-flight opti-
cal distance �p to the next collision point is sampled,16

possible cell-boundary crossing processes are consid-
ered to define flight direction modifications, and, fi-
nally, photon trajectory is computed when we take
into account possible changes in IOPs along the prop-
agated optical path.

At the collision point, defined as the point at which
the sampled optical distance is exhausted, a scatterer
�i.e., a specific OSC� is sampled, then the photon sur-
vival probability �tot is computed, and the flight di-
rection of the absorption-surviving photon is
determined by retrieval of the scattering angle from a
random sampling of an azimuthally symmetric POSC.
The latter is adequately modeled into an equal-
probability interval table.16

The probability of a backtracked photon to propa-
gate randomly toward the Sun is virtually zero.
Therefore, at collision and boundary crossing points,
photon contributions to the detected signal are deter-
ministically computed. We did this by calculating
the probability that a photon scatters in directions
leading to the Sun and by evaluating the associated
weight reduction given by the attenuation along the
traveled path and by the possible absorption at the
interface transmission. If this virtual photon en-
counters a purely absorbing medium �e.g., the tower
structure�, its contribution to the detected signal is
zero.

B. Photon Backward Tracking

A simulation recipe is given here as an analytical
breakdown of the backward MC algorithms. In the
following, an event is defined either by a photon emis-
sion, a collision �leading to absorption or scattering�,
or a capture by the detector.

1. First Event
Reverse-propagating photons of initial unitary
weight �W0 � 1� are released from the detector point
in the antiparallel direction of physical propagation
that characterizes the original forward-traveling
photon on its way to detection. The direction of
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backward emission is chosen according to the detec-
tor’s ADF. For downwelled irradiance Ed, the emis-
sion direction of the backward photon is chosen so
that the cosine �p of the polar angle �p that identifies
the backward photon direction with respect to the
upward normal to the horizontal detector plane is
randomly but uniformly distributed between 0 and
�1 �between 0 and �1 for upwelled irradiance, Eu�.
We operated this random choice by sampling from the
3-D hemispheric cosine directional distribution.
This distribution is defined by a probability density
function �PDF� given by pcos��p� � 2�p, analytically
providing a cumulative distribution function �CDF�
equal to Ccos��p� � �p

2. The latter is associated with
a random number u, uniformly distributed in the 0–1
interval and sampled therefrom—briefly u � U
0,
1�—and thereby giving a sampled �p ��u. The az-
imuth angle �p of the emitted direction is determined
by another random number u �the same symbol is used
here for simplicity� uniformly distributed between 0
�not inclusive� and 2
 rad, i.e., u � U�0, 2
� rad. For
nadir upwelled radiance Lu, the emission direction is
invariably chosen as downward ��p � �1; �p � 0� or
randomly within a 20° FOV cone when field radi-
ometers are simulated. This emission constitutes
the first event in the life history of the backtracked
photon’s trajectory, and it provides an initial photon
flight direction to which a sequence of random walk
trajectories is subsequently added, collectively pro-
viding an important part of the so-called photon
history.

2. Second and Further Events
Having determined an emission direction, a free-
flight distance to the next collision point is computed
a priori by randomly sampling an optical path length
�p from the exponential distribution 
with the PDF
given by pexp��p� � exp���p�, from which a CDF is
analytically obtained as Cexp��p� � 1 � exp���p�, re-
lated to a random number u � U
0, 1�, thereby giving
a sampled �p � �ln u�. The corresponding geomet-
ric distance � is computed according to the local IOP
values encountered along the propagated optical path
�� � ¥�pj

�cj, where the sum is extended to all
j � 1, . . . , M photon-traveled cells, each with beam
attenuation cj, and in each of which an optical dis-
tance �pj

has been exhausted, where �p � ¥1
j�1 �pi

�
�pj

� �p and the sum is extended to the running
index i � 1, . . . , j � 1�. The parameter �p is in-
cluded in the set of parameters that characterize
the photon properties.

If the free flight is interrupted by an intercell
boundary crossing through the 3-D mesh, the prop-
erties of the interface and of the two media that fill
the cells are considered. If the boundary crossing
implies a change in the associated medium’s IOPs,
and�or a boundary transmission–reflection direc-
tional redistribution function is active at the inter-
face �from here onward referred to as significant
boundary crossing�, computations account for the re-
maining free-flight distance as well as the possible
absorption at the interface and the possible change in

flight direction as could result, for example, from a
change in refractive index through the crossed media.
In this case, Fresnel reflectivity �r and transmittivity
�t coefficients are computed, the transmitted and re-
flected directions are assigned from geometrical-
optics computations �allowing for total internal
reflection�, and we chose the actual direction by sam-
pling a random number u � U
0, 1�. If u � �r, a
reflection occurs; otherwise, a transmission takes
place. Finally, the corresponding Fresnel coefficient
multiplies the photon’s weight, which, if transmitted,
is then multiplied by the so-called Straubel invari-
ant.17 This factor, noce

2�natm
2, is for photons inci-

dent at the sea surface from the atmosphere �the
inverse factor applies to photons incident at the sea
surface from the sea� and is induced by refraction.
This invariant factor causes an above-surface small
solid angle to be focused into a narrower solid angle
below the surface �and vice versa� and thus amplifies
the in-water photon flux per given solid angle. In
case of reflection from a Lambertian surface, the pho-
ton weight is multiplied by its survival probability
�the Lambertian surface reflectance coefficient
rb�, and the cosine �r of the polar angle �r of reflection
with respect to the outward normal to the surface
is computed similarly to �p as derived previously
for irradiance emission. The Lambertian reflection
polar angle PDF is pLam��r� � 2�r. Its CDF is
therefore CLam��r� � �r

2, which is related to u �
U
0, 1�, thus giving �r ��u. The azimuth angle �r
of the Lambertian reflected direction is determined
by another random number u � U�0, 2
� rad.

Each of the previously described significant bound-
ary crossings constitutes an additional event in the
photon’s history. If the boundary crossing occurs
with no IOP change or no activation of a specific
interface redistribution function takes place, the
crossing is insignificant and constitutes a pseudo-
event of no influence to the photon’s trajectory and
weight.

At the computed collision point an absorption
event, or one of the possible scattering events, is sam-
pled �as occurs on molecules or on particles� according
to the following criteria. A random number u �
U
0, 1� is compared with the local value �c of the ratio
of the total scattering to the total beam attenuation
coefficient �i.e., �c � �tot� to determine if scattering
�u� �c� or absorption occurs. If an absorption event
occurs, the photon is removed from the MC game and
a new photon is ejected from the detector. In gen-
eral, a variance reduction technique, i.e., forced ab-
sorption, is devised to avoid this, as detailed in
Appendix A, unless �tot � 0. If one of the possible
scattering events occurs, a random number u � U
0,1�
is compared with the local value �b of the ratio of the
molecular to total scattering coefficient to determine
upon which OSC scattering will take place. If u �
�b, the scattering event is a molecular type �Rayleigh
or density fluctuation, respectively, in the atmo-
sphere or in the ocean�, otherwise it is due to a par-
ticle �aerosol or hydrosol, respectively, in the
atmosphere or in the ocean�.
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The new direction of scattered flight is sampled
from the OSC-associated scattering phase function
POSC according to the following scheme. The azi-
muthal scattering angle �s, which defines the rota-
tion of the scattering plane, is determined by a
random number u � U�0, 2
� rad. The polar scat-
tering angle �, which defines the angle between di-
rections prior to and after collision, is determined by
another random number u � U
0, 1�, which is com-
pared to the CDF of the scattering process. This
comparison is made on the CDF equal probability
intervals16 because the scattering PDF, pOSC���, does
not allow for the analytic inversion method. This
method is instead applicable to the previously de-
scribed distributions associated with PDFs pcos��p�,
pexp��p�, and pLam��r�. The CDF for scattering,
COSC���, is the progressive integral of pOSC���, which
is given by the corresponding scattering phase func-
tion Posc���multiplied by a 2
 sin � factor to allow for
all the scattering that occurs within a solid angle
annular element �assuming that the phase functions
are azimuthally symmetric�: COSC��� � 2
 �0

�

POSC����sin �� d��. The integration over �� is per-
formed numerically, and equal probability intervals
are obtained within the full 
0, 
� rad domain by
construction of appropriate sequences of � values,
which we determined by imposing each interval to
subtend an equal area under the COSC��� curve.
Typically, 1000 intervals are considered—
cumulatively subtending a unitary area across the
full � domain, since the PDF is normalized to
unity—and are directly associated with the sam-
pled u � U
0, 1�.

A collision followed by scattering implies that
a new �p must be sampled, that the photon will ini-
tially travel along the scattered direction, and that a
further event in the photon’s history will occur at a
different point in the atmosphere–ocean system un-
less the photon escapes from the simulated system.
In general, a variance-reduction technique, i.e.,
forced collisions, is devised to avoid this situation as
detailed in Appendix A.

3. Deterministic Contributions
The probability of a backtracked photon to travel
aligned with the extraterrestrial solar flux and to
propagate successfully into the Sun is, as previously
mentioned, essentially zero. Therefore intermedi-
ate possible alignments �paths that lead to the Sun�
must be deterministically evaluated along the pho-
ton’s zigzagged random walk trajectory. At each
emission, scattering, or refraction and reflection
boundary crossing event, the probability of a direct
deterministic contribution to the detectable signal is
computed. Computation of such a contribution de-
pends on the feasibility to propagate the photon di-
rectly to the Sun through refraction and�or reflection
from system interfaces.

The probabilities associated with the direct deter-
ministic contributions are progressively scored in a
tallied final weight, which cumulatively provides
both the statistically reconstructed mean radiometric

signal and the variance of the mean.10 To avoid un-
necessarily low contributions and high computa-
tional times, an ad hoc choice is made to limit
deterministic contribution paths to one intermediate
reflection or refraction at most. We refer to such
deterministic contributions as virtual photons to dis-
tinguish them from real randomly tracked photons
that are the object of the MC stochastic game. If a
virtual photon encounters a totally absorbing bound-
ary while propagating in the direction of incoming
solar flux, its contribution to the detected signal is
null.

The effects of wind-blown capillary waves that
roughen an otherwise flat sea surface can be ac-
counted for. Depending on the nadir angle of the
incident photon and of the sea surface tilted wavelet
normal, and on their relative azimuthal differences,
the directions of reflected and transmitted photons
�both real and virtual� are determined by use of
geometrical-optics computations,14 and their weight
is adjusted according to effective surface interac-
tions.18 Wave facet occultation by nearby waves is
not accounted for.

Virtual photons that propagate from the detector
point �i.e., from the first event� are called first deter-
ministic contributions �FDCs�, and all other propa-
gated virtual photons �from significant boundary
crossing or from collision points� are subsequent de-
terministic contributions. FDCs to in-water down-
welled quantities are directly obtainable after one
sea–air transmission. On the other hand, FDCs to
in-water upwelled quantities are obtainable for the
given atmosphere–ocean system only through a sea
floor Lambertian reflection followed by a sea–air
boundary transmission according to Snell’s law of
refraction.

Lambertian reflection is a stochastic process with a
defined ADF, and it represents an event not dissim-
ilar, from a computational point of view, to a scatter-
ing process. Here we do not retain directional
stochastic redistribution processes and thus scatter-
ing and Lambertian reflection events as intermediary
events within FDCs. Therefore in-water upwelled
quantities never score a FDC. In contrast, above-
water upwelled quantities that result from the direc-
tional nonstochastic process of specular reflection
from a flat ocean surface do allow for FDCs. Subse-
quent deterministic computations could occur for
both above-water, in-water, downwelled, and up-
welled quantities alike.

First and subsequent deterministic contributions
to both downwelled and upwelled quantities fail to
score if their path toward the Sun is blocked by a
totally absorbing object �e.g., the tower structure�.

3. Code Validation

The forward version of the PHO-TRAN MC code, includ-
ing all the physics addressed in the current backward
version, has been described and benchmarked on
plane-parallel systems elsewhere.11 Its backward
MC version has been validated by Doyle12 versus
other radiative transfer codes and systems taken
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from Mobley et al.18 and with an additional finite-
element code developed by Bulgarelli et al.19 The
completely 3-D radiative transfer MC computation
scheme has also been recently validated with real in
situ data, as shown by Zibordi et al.,7 thus demon-
strating its ability to handle field data effectively and
to reproduce shadowing perturbations that affect the
optical measurements collected at a specific oceano-
graphic tower site as a function of wavelength, de-
ployment distance from tower, above-water and in-
water IOPs, and illumination conditions. A further
validation of the 3-D backward MC simulation tech-
niques is presented here for a selection of cases taken
from the literature. Reference is made to the re-
search of Gordon1 on ship shading and of Gordon and
Ding9 on instrument self-shading.

A. Validation of Ship-Shading Computations

Perturbations on optical measurements induced by
ship-shading have been analyzed by Gordon,1 assum-
ing a flat, totally absorbing 38.4 m by 6.55 m ship
floating on homogeneous and infinitely deep oceanic
waters, with noce� 1.34 �or, in some simplified cases,
with unitary noce�. Downwelling and upwelling ir-
radiance profiles, as well as upwelling radiance pro-
files within an infinitesimally small nadir FOV, have
been simulated as if measured by a pointlike detector
along a horizontal reference line �azimuth angle of 0°�
centered on and perpendicular to the longer side of
the ship, under both totally clear �i.e., the sky is
black� and overcast conditions. The latter illumina-
tion condition is what originates from a sky that pro-
vides a totally isotropic above-water incident
radiance �as produced by a cosine-law incident pho-
ton flux�. The index of refraction of the sky that
contains either a void or an overcast atmosphere is
assumed unitary: natm � 1.00. The Ptot used for
the aquatic medium is tabulated in Gordon et al.20

under the label KA. The �0 angle is positive from the
vertically upward direction, while �0 is assumed to
increase counterclockwise from the reference line.
In-water total IOPs �c� ctot, �0� �tot�, solar position
��0, �0, including the overcast sky situation�, mea-
surement depth �d� from the sea surface, and dis-
tance �X� from the ship’s center point are variable
parameters. For brevity in subsequent notation, we
omit the tot index when not introducing ambiguities
�and the total single-scattering albedo will be simply
indicated by �0, in agreement with much of what
appears in the literature�. A forced-collision sam-
pling technique �see Appendix A� is employed within
the water to prevent photons from leaving the aquatic
medium or to interact with its sea–void interface, and
the ship is treated as if suspended just above the
interface �i.e., simulation method III in Gordon1�.

Simulated shadowing percentage relative errors �
are defined as

� � �� � ���� � 100, (1)

where �� � � � �̃, and � is the unperturbed and �̃
is the shadow-perturbed radiometric quantity �� �

Ed or Eu or Lu and �̃� Ẽd or Ẽu or L̃u�. The � values
have been computed with the PHO-TRAN MC code for
all the cases considered by Gordon,1 but for brevity
only some of them are presented here. The qualita-
tive comparison of data in Fig. 1 with the equivalent
figure given in Gordon1 exhibits close agreement.
Error bars centered on the points indicate the �1
standard deviation �, which provides the estimated
statistical uncertainty on the PHO-TRAN MC computa-
tions of the percentage relative errors plotted in the
figures, according to

� � ���� � var1�2������ � 100. (2)

The denominator � in Eq. �2� is assumed to be a
statistically constant value, because it is used in Eq.
�1� only to normalize �� and thus can be simply
removed from the square-root-of-the-variance, var1�2,
operation together with the 100 factor. Quantita-
tive values of upwelled nadir radiances, irradiances,
and of shadowing-error-related quantities are pre-
sented in Table 1 and are compared with tabulated
reference data �see Table III in Gordon1�. Estimated
mean upwelling nadir radiance Lu �W m�2 sr�1� is
given together with its standard deviation � and sta-
tistical relative error �SRE� at the 1� level. The
mean difference between the unshaded Lu and
shaded L̃u values, with corresponding � and SRE at
the 1� level, and percentage relative error between
shaded and unshaded Lu signals are also given �the
latter is also given for Eu�. Computations have been
carried out just beneath the top of a homogeneous

Fig. 1. Ship-shadowed Ed relative errors �log of percentage�, es-
timated with the PHO-TRAN MC code as a function of �0, for three �0

angles ��0 � 0°, circles; 45°, squares; 90°, triangles� and uniform
incident radiance distribution �sky�. Other parameters are d �
30 m, X� 4.5 m, �0� 0.9, and c� 0.1 m�1. To be compared with
Fig. 3 in Gordon’s work.1 Vertical error bars centered on the
points indicate the �1� estimated statistical uncertainty of the
PHO-TRAN MC computations �error bars might not be visible if
contained within the plotted symbol�.
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and semi-infinite aquatic medium of unitary refrac-
tive index, with c � 0.1 m�1, �0 � 0.8, �0 � 0°, E0 �
1.0 W m�2, and X� 4.5 m �following Gordon1�. On
top of the water lies a semi-infinite void region of unit
refractive index. Results are given for various
single-term Henyey–Greenstein �STHG� scattering
phase functions, with asymmetry parameter g � 0
�isotropic scattering�, 0.750, 0.875, 0.950 �highly
peaked function�, and for the strongly forward-
peaked KA phase function20 and its �-truncated coun-
terpart KA�.1 We performed MC simulations for
both codes by tracking 105 photons.

B. Validation of Instrument Self-Shading Computations

Similar to ship-shading, Gordon and Ding9 analyzed
instrument self-shading perturbations, assuming
that a flat and totally absorbing circular instrument
�i.e., a disk� floats on homogeneous and infinitely
deep ocean waters with noce� 1.338 under both clear
and overcast skies.

The general MC simulation framework, assump-
tions, procedures, and system parameters are similar
to those defined in the previous ship-shading study
�in particular they refer to simulation method III in
Gordon1� and are modified by assuming only that the
flat rectangular ship is replaced by a flat circular
instrument casing of radius R, to which a sensor is
centrally positioned on the lower face of the disk at
depth d � 0� m �i.e., just beneath the sea surface�.
However, it must be noted that the symmetry of the
sensor–instrument subsystem with respect to rota-
tions in the horizontal plane reduces the overall ra-
diative transfer problem to an azimuthally
independent one. In our study system parameters
and properties reflect exactly those defined in the
study by Gordon and Ding. In-water total IOPs �c or
a and �0� and solar position ��0 and overcast� are
variable parameters. A cylinder of height h� 1.0 
10�3 m and instrument radius R� 1 m has been used
within the PHO-TRAN code to simulate the geometry of
the shadow-casting instrument introduced in this
otherwise plane-parallel atmosphere–ocean system.

In agreement with Gordon and Ding9 shadowing

percentage relative errors �, defined by Eq. �1�, are
provided as a function of the product of radius R
multiplied by c �or by a�, for different in-water �0
values, and at a fixed �0, or under overcast skies �the
previous IOPs represent total in-water coefficients�.
The PHO-TRAN MC estimated � values for the simu-
lated atmosphere–ocean–instrument system have
been computed for all cases considered by Gordon and
Ding,9 some of which are presented in Fig. 2. Error
bars centered on the points represent the �3� stan-
dard deviations on the estimated �. The qualitative
agreement between the two independent simulations
is extremely high in all cases.

C. Forced-Collision Sampling Technique

We performed the above 3-D validation simulations
following the methodologies described in Refs. 1 and
9, i.e., by suspending the shadow-casting object �ship

Table 1. Comparison of the Gordon and the PHO-TRAN MC Estimatesa

Radiometric
Quantity
�at 0��

g � 0 g � 0.750 g � 0.875 g � 0.950 KA KA�

Gordon PHO-TRAN Gordon PHO-TRAN Gordon PHO-TRAN Gordon PHO-TRAN Gordon PHO-TRAN Gordon PHO-TRAN

Lu 0.08122 0.08119 0.02019 0.02021 0.00825 0.00855 0.00256 0.00251 0.01113 0.01069 0.01045 0.01022
Lu:� 0.00132 0.00014 0.00100 0.00015 0.00115 0.00018 0.00197 0.00022 0.00348 0.00060 0.00061 0.00014
Lu:SRE 0.01630 0.00180 0.04950 0.00710 0.13940 0.02160 0.76950 0.08840 0.31260 0.05570 0.05830 0.01360
�Lu � L̃u� 0.01016 0.01013 0.00249 0.00257 0.00096 0.00103 0.00029 0.00030 0.00157 0.00102 0.00102 0.00098
�Lu � L̃u�:� 0.00049 0.00006 0.00044 0.00006 0.00059 0.00007 0.00068 0.00008 0.00187 0.00010 0.00026 0.00006
�Lu � L̃u�:SRE 0.04820 0.00600 0.17670 0.00240 0.61450 0.07120 2.34480 0.26670 1.19100 0.09800 0.25490 0.02330
�Lu � L̃u��Lu

in %
12.50 12.48 12.30 12.72 11.60 12.10 11.30 12.03 14.10 9.53 9.70 9.59

�Eu � Ẽu��Eu

in %
21.30 21.27 14.50 13.74 12.20 12.55 14.20 14.94 14.70 14.90 14.20 14.14

aThe estimates are of absolute values �means, standard deviations �, and SRE� of unperturbed and ship-shadow perturbed radiometric
quantities. Results are given as a function of the in-water Henyey–Greenstein phase function �variable asymmetry parameters g� and
for two separate phase functions �KA and KA��.

Fig. 2. Instrument self-shadowed Lu relative errors �percentage�,
estimated with the PHO-TRAN MC code as a function of cR for
different �0 values ��0 � 0.5, circles; 0.7, squares; 0.9, triangles;
0.95, diamonds�. Solar zenith is �0 � 30°. This figure is to be
compared with Fig. 2 in the Gordon and Ding paper.9 Vertical
error bars centered on the points indicate the �3� estimated sta-
tistical uncertainty of the PHO-TRAN MC computations �error bars
might not be visible if contained within the plotted symbol�.
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or instrument� just above the sea–void interface and
by forcing collisions on upward-moving photons be-
fore they reached that interface, thereby precluding
photons to interact with it and with the suspended
shadowing structure. In this case computations ac-
count for direct shadowing only, and neglect second
or higher-order shadowing effects.

This simulation technique is not, however, the only
one, as already pointed out by Gordon,1 although it is
quite fast and under most conditions leads to results
similar to those of other simulation approaches.
Nonetheless, some characteristic effects of this par-
ticular technique are observed especially at shallow
optical depths just beneath the water surface: the
photon in this approximation never interacts directly
with the interface �or the ship or the instrument�, and
the shadowing error is underestimated because in-
teraction with the surface �and the ship or the instru-
ment� does in fact occur.

Simply considering the ship case different simula-
tion techniques have been examined by Gordon in
addition to method III.1 His simulation I refers to
ship hull in the water and photons that do not inter-
act with the surface; simulation II refers to ship
above water and photons that interact with the sur-
face. To further and quantitatively illustrate and
validate the effects of the different simulation ap-
proaches, part of the data in Tables IV and V from
Gordon’s work are reproduced and compared with
PHO-TRAN MC simulations in Tables 2 and 3, respec-
tively �for methods I and III only�. Computations
have been carried out within a homogeneous and
semi-infinite aquatic medium of refractive index
noce � 1.34 with c � 0.1 m�1, �0 � 0.9, �0 � 20°, and
X � 4.5 m. On top of the water lies a semi-infinite
void region of unit refractive index. Results are
computed at three solar azimuths: �0� 0°, 45°, 90°.
We carried out MC simulations for both codes by
tracking 105 photons.

We then consider a further simulation scheme by
submerging the ship just beneath the sea–void inter-
face and by allowing photon interactions with the
surface. In this case, a photon undergoing random
walk and in the presence of a submerged and totally
absorbing ship hull can completely stop contributing
to the detected signal, because it could be killed when
it hits the hull. No further deterministic contribu-

tions to the detected signal can be obtained from this
photon history, and both second- and higher-order
shadowing effects are taken into account. The twin
correlated photon, i.e., tracked in the absence of the
ship, which can now interact with the sea–void inter-
face also at points that belong to the ship-removed
area, can now be totally internally reflected or forced
to do so by adjustment of the photon’s weight through
an appropriate Fresnel reflectivity coefficient. This
inner reflected photon can continue to contribute pos-
itively to the detected signal by further deterministic
contributions, thus increasing the unshaded signal.
This raises the relative difference between shaded
and unshaded signals, thus increasing the shadowing
effect.

As an example of how the shadowing-error can
vary, results for ship and surface interacting photons
are overplotted to results generated for noninteract-
ing photons in an otherwise identical system. The
downwelling irradiance shadowing error that we
computed by ignoring interactions with the sea sur-
face or the ship’s hull is shown in Fig. 3 as filled
symbols and continuous curves. Open symbols and
dashed curves are used to represent interactions with
the sea surface and the ship’s hull. It is noteworthy
to observe that just beneath the surface, when we
allow for interface interaction, all the plotted shad-
owing errors converge, and that within the first few
meters depth the diffuse �sky� shadowing error in-
creases much more rapidly than the other shadowing
errors. Moreover, the shadowing errors in two cases
��0 at 0° and 45°� are larger than the errors that
correspond to the not-surface-interacting cases, al-
though they remain small in absolute value. In fact,
it must be noted that the variations seen at low shad-
owing values in Fig. 3, with the error axis on a base
10 logarithmic scale, are small variations on a linear
scale �i.e., logarithmic shadowing errors lower than
0% correspond to linear shadowing errors of between
0% and 1%�.

If a scattering atmosphere is allowed for, the pre-
vious considerations are even more relevant. In
fact, photons allowed to escape by transmission
through the sea–air interface within the ship-
removed area �and not only those totally reflected�
can continue to contribute positively to the detected
signal, since other scattering events and related de-
terministic contributions can occur in the atmo-

Table 3. Comparison of the Gordon and the PHO-TRAN Backward
MC Simulationsa

MC Simulation �0 �

�Eu
�0� m� �Lu

�0� m�

0° 45° 90° 0° 45° 90°

I Gordon 7.74 8.13 8.95 3.33 4.30 8.96
I PHO-TRAN 8.40 8.78 9.92 3.61 4.57 9.97
III Gordon 7.81 8.22 9.01 3.17 3.98 8.83
III PHO-TRAN 7.90 8.17 9.16 3.22 3.95 8.90

aIncluded are percentage relative error values for ship-shadowed
Eu and Lu at 0�-m depth and at variable solar azimuths. The
same simulation techniques as in Table 2 were adopted.

Table 2. Comparison of the Gordon and the PHO-TRAN Backward
MC Simulationsa

MC Simulation �0 �

�Ed
�5 m� �Ed

�40 m�

0° 45° 90° 0° 45° 90°

I Gordon 1.27 1.43 2.36 3.98 5.80 15.88
I PHO-TRAN 1.33 1.52 2.47 3.83 5.76 15.69
III Gordon 0.43 0.60 1.57 4.01 5.71 15.71
III PHO-TRAN 0.40 0.58 1.55 4.05 5.62 16.04

aIncluded are percentage relative error values for ship-shadowed
Ed at 5- and 40-m depth and variable solar azimuth. Two simu-
lation techniques were adopted: I, ship’s hull in the water; III
ship’s hull above the water and no surface interactions allowed.
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sphere. Moreover, when in the presence of a
scattering atmosphere, this simulation technique al-
lows for photons that have made their way through
the sea–air interface to collide with the ship also from
above �after atmospheric scattering� and to be re-
moved from the MC simulation, thus contributing
negatively to the detected signal. This technique
will be retained in further simulations that pertain to
tower-shading evaluations, because complete allow-
ance for photon interaction with the intervening me-
dia interfaces and absorbing structures is required,
especially when we evaluate the shadowing error at
shallow optical depths, close to the shadow-casting
object, and in the presence of a scattering atmo-
sphere.

To allow for interactions of photons with the sea–
air interface and with objects above it, the forced-
collision sampling scheme is adopted within PHO-TRAN

MC simulations for both submerged and emerged
photons. The scheme is applied to photons trans-
ported to the TOA or the lateral boundaries of the
system, and these are taken to be the only surfaces
within which a forced collision must take place.

4. Shadowing Sensitivity to System Parameters

With the aim of evaluating and removing the shad-
owing perturbation effects that occur on in situ sub-
merged radiance and irradiance measurements
acquired in the proximity of large and complex 3-D
deployment structures, we have defined a realistic
reference atmosphere–ocean system model. This
model has provided the framework within which PHO-
TRAN MC simulations have been conducted to gener-
ate extensive 3-D radiative transfer computations
and thereby to estimate shadowing percentage rela-
tive errors. Whereas some assumptions of the un-
derlying system must be made, care has been given to
describe the modeled system in a highly realistic and
accountable way.

Computations have been initiated by systemati-
cally varying all the relevant geometric, environmen-
tal, and optical parameter values that describe our
reference model for the Sun–atmosphere–ocean–
structure–detector system. Correction factors have
been generated to account for the shadowing pertur-
bation caused by the AAOT located in the northern
Adriatic Sea. The sensitivity study has thus en-
sured the determination of the system parameters
and parameter values and ranges, most significantly
contributing to tower-shading perturbation of the in-
water light field that surrounds the measurement
point.

A. Reference Atmosphere–Ocean System Modeling

The reference model that describes the atmosphere–
ocean system propagation media, geometry, bound-
ary conditions, and IOPs as a function of
monochromatic radiation of a given wavelength !
that belongs to the visible and the near-infrared spec-
trum is designed by use of system parameters and
parameter values discretely distributed over ade-
quate ranges for the relevant data: �i� measured or
derived at the investigated site �including data ob-
tained from climatological models or from Earth-
observation satellite data�, �ii� originated from
accepted atmospheric models, and �iii� from accepted
oceanic models.

1. Site Characteristics, Measurements, and
Oceanographic Tower Modeling
The AAOT measurement site is located in the north-
ern Adriatic Sea �45.31 °N, 12.51 °E� approximately 8
nautical miles southeast of the Venice Lagoon. The
average water depth immediately below the tower is
17 m, and the composition of the sea floor is primarily
sand and silt. According to Berthon et al.21 the
study area is characterized mostly by moderate case
2 water determined by the fresh waters from the
northern rivers and by coastal aerosol determined by
the continental aerosols from the nearby Po Valley.
Nevertheless, the site can also exhibit purely mari-
time aerosol and case 1 seawater features. Owing to
these characteristics the site is representative of the
environmental variability found in the northern Ad-
riatic Sea region.

Fig. 3. Ship-shadowed Ed relative errors �log of percentage�, es-
timated with the PHO-TRAN MC code as a function of in-water
sensor depth d, for three solar azimuth angles �0 ��0 � 0°, circles;
45°, squares; 90°, triangles� and a uniform incident radiance dis-
tribution �sky, diamonds�. Values for the other parameters used
in these simulations are X � 4.5 m, �0 � 40°, �0 � 0.9, and c � 0.1
m�1. The filled symbols and continuous curves identify the re-
sults that were obtained when photon interactions with the sea
surface and with the ship’s hull were completely ignored, whereas
additional simulations that allow for photons to interact with the
sea surface and with the submerged ship’s hull are overplotted
with open symbols and dashed curves, at 1-m-deep increments
within the 10-m top ocean layer. Horizontal error bars that in-
dicate the �1� estimated statistical uncertainty of the PHO-TRAN

MC computations are not visible because they are completely en-
closed within the plotted symbol.
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Ocean color radiometers OCR-200 and OCI-200
from Satlantic �Halifax, Nova Scotia� positioned on
the wire-stabilized profiling environmental radiome-
ter �WiSPER� are routinely used at the AAOT bio-
optical calibration and validation oceanographic site
to measure the in-water light field in the visible and
the near-infrared spectral regions at nominal center
wavelengths of ! � 412, 443, 490, 510, 555, 665, and
683 nm. We recorded the in-water light field by ver-
tically profiling the water column at a 6-Hz sampling
rate, i.e., ensuring data at less than 2-cm intervals at
the nominal WiSPER profiling speed �"0.1 m s�1�.
Measurements of shadow-perturbed downwelling
spectral irradiance Ẽd�z, !�, upwelling spectral irradi-
ance Ẽu�x, !�, and upwelling spectral radiance L̃u�z, !�,
where z is the geometric depth below the water sur-
face, are taken at a fixed deployment distance of
7.5 m from the AAOT legs, toward the southeast.
The Ẽd�z, !�, Ẽu�z, !�, and L̃u�z, !� underwater pro-
files, corrected for instrument self-shading effects,22

are used as objective data to which tower-shading
removal is applied, assuming self-shading indepen-
dent of tower-shading perturbations.

A relevant number of system parameter values was
derived from the observed ranges of variability of the
following quantities �directly measured or retrieved
at the AAOT site for the period October 1995–
December 1998�: angles �0 and �0, directly required
by the modeled system; aerosol Ångström exponent
# and coefficient $ were used to obtain the range of
variability for the atmospheric column aerosol optical
depth �aer 
as derived from measurements of direct
solar irradiance Es�0

�, !�, taken with a sunphotom-
eter from CIMEL Electronique, Paris, France, CE-
318 at nominal wavelengths of !� 340, 380, 440, 501,
675, 870, and 1020 nm�; above-water downwelling
total Ed�0

�, !� and diffuse Ei�0
�, !� irradiances 
tak-

en with a Yankee Environmental Systems �Turners
Falls, Mass.� MFR-6 rotating shadow-band radiome-
ter at nominal wavelengths of ! � 415, 500, 610, 665,
862, and 960 nm�, used to obtain the range of vari-
ability for the diffuse over direct above-water irradi-
ance ratio Ir�0

�, !� � Ei�0
�, !��Es�0

�, !�; profiles of
hydrosol �total minus pure seawater� beam attenua-
tion, chyd�z, !�, and absorption, ahyd�z, !�, coefficients

taken with a WET Labs �Philomath, Oreg.� AC-9
absorption–attenuation meter at nominal wave-
lengths of ! � 412, 440, 488, 510, 555, 630, 650, 676,
and 715 nm� used to define the range of variability of
seawater IOPs �and to compute bhyd� chyd� ahyd and
�hyd � bhyd�chyd�; atmospheric pressure Ap used to
obtain the range of variability for the atmospheric
column molecular optical depth �mol; ozone absolute
load �as derived, for example, with the Total Ozone
Mapping Spectrometer data� used to compute the
variability in the atmospheric column ozone optical
depth �ozo.

The AAOT structure is modeled as completely ab-
sorbing. Simulated pointlike detectors that mea-
sure downwelling and upwelling irradiance and
upwelling radiance are positioned at variable loca-
tions with respect to the tower. Figure 4 shows the

AAOT schematic 3-D geometry and linear dimen-
sions as modeled within the PHO-TRAN MC code. The
above tower structure is modeled with a few simple
and joined rectangular blocks, included in a maxi-
mum volume of no more than approximately 12.5-m
height by 8.5-m width by 9.8-m depth, to which the
optics-deployment platform is joined at 6.5-m height
and pointing exactly toward the southeast. Tower
pillars with horizontal dimensions of 0.8 m by 0.8 m
are vertically submerged to 17.0 m in the water with
3.8 m above water.

2. Atmospheric Modeling
The Sun is a point light source at infinity whose
extra-atmospheric irradiance value, E0�!�, is taken
from Neckel and Labs23 at the nominal central
wavelength of the radiometer. The mean Earth–
Sun distance is assumed �in fact shadowing-error
computations do not require a day-of-the-year depen-
dent approach�. The atmosphere is divided into 14
plane-parallel layers for the aerosol, gas molecules,

Fig. 4. AAOT schematic 3-D geometry as modeled within the
PHO-TRAN MC code; distances are shown in meters and surfaces are
assumed black. The south–north direction intersects two oppo-
site angular AAOT pillars as shown by the N arrow that points to
the north. Optical radiometers are deployed at 7.5 m from the
tower legs �along the vertical line through the indicated Radiom-
eter�. The orthogonal x-y-z axes origin is placed on the sea surface
and between the southern and southeastern tower legs. Radiom-
eters are placed at X0 � �x0, y0, z0�.
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and ozone vertical distribution. The TOA is posi-
tioned 60 km above the sea surface, and the bound-
aries among the 14 atmospheric layers are set at 0.5,
1.0, 2.0, 3.0, 6.0, 10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0,
and 50.0 km above the sea surface. We chose this
layering to optimize the stepping—also by use of a
relatively small number of layers—of the three con-
current OSC profiles typically found in the atmo-
sphere. Each atmospheric layer contains a variable
mixture of ozone �only absorbing�, other gas mole-
cules �only scattering�, and aerosol �here assumed
only scattering�. The spectral vertical profile of the
ozone relative concentration is computed in agree-
ment with Lacis and Hansen24 and Vigroux.25 The
spectral vertical profile of the molecular �i.e., Ray-
leigh scattering gases� optical depth is computed
according to Margraaf and Griggs,26 Frölich and
Shaw,27 and Young.28 The spectral vertical profile
of the aerosol optical depth is modeled according to
Ångström29 and Elterman,30 assuming an aerosol
scale height of H � 1.2 km. The molecular scat-
tering at angle � is described by the Rayleigh phase
function Pmol��� � 3�16
  �1 � cos2��. The aero-
sol scattering at angle � is approximated by the spec-
tral two-term Henyey–Greenstein �TTHG� analytical
function Paer��; !� � %PHG�g1

��� � �1 � %�PHG�g2
���,

where PHG�g��� is the STHG phase function,31

PHG�g��� � 1�4
�1� g2��1� g2� 2g cos ���3�2, and
the asymmetry parameters �g1, g2� and forward-to-
backward peak ratio �%� are spectrally dependent
quantities, as given by Sturm and Zibordi.32 The
sea surface is assumed flat and foam free. This
latter assumption is made because most of the in
situ measurements taken at the AAOT site have
been performed with wind speeds v of less than 5
ms�1.

3. Oceanic Modeling
The seawater volume is divided into 15 plane-parallel
layers that contain a variable mixture of pure seawa-
ter �absorbing and scattering� and suspended plus
dissolved constituents �absorbing and scattering�.
The sea bottom is 17 m below the sea surface, and
boundaries between the 15 oceanic layers are set at
each meter depth starting at 1.5 m below the sea
surface �the bottom layer is between the 14.0-m depth
and the sea floor�. The layer compositions are spec-
trally assigned according to typical in-water vertical
profiles of the hydrosol chyd�z, !� and ahyd�z, !� coef-
ficients associated with suspended plus dissolved con-
stituents. The pure seawater spectral absorption
coefficient awat�!� is from Pope and Fry,33 the pure
seawater spectral scattering coefficient bwat�!� is
from Buiteveldt34 �giving cwat � awat � bwat�. Pure
seawater scattering at angle � is modeled according
to the Einstein–Smolouchowski theory,17 with a
Rayleigh-like scattering phase function Pwat��� �
3�4
  �3 � q��1�1 � q cos2 ��, where q is the polar-
ization factor, which is equal to 0.84 according to
Morel.35 We use the typical hydrosol phase function
Phyd��� as extrapolated by Mobley et al.18 from the

measurements taken by Petzold36 in the San Diego
harbor. The sea floor is assumed Lambertian, with
known rb as obtained from averaging experimental
measurements of the irradiance reflectance ratio
taken by Zibordi et al.37 at the site’s sea floor �its re-
flectance, a ratio of irradiances, is supposed to be in-
dependent of tower-shading effects since the
irradiance perturbations on downward and upward
components are assumed small and comparable�.

B. Tower-Shading Effects

Tower-shading effects are established based on cor-
related sampling estimations of the AAOT perturbed
��̃ � Ẽd or Ẽu or L̃u� and unperturbed �� � Ed or Eu
or Lu� radiometric quantities, evaluated by per-
forming complete 3-D backward MC simulations
within specific Sun–atmosphere–ocean–AAOT–
detector systems based on the previously described
reference system.

Within this system, the origin of the right-handed
orthogonal axes set is placed at a point centered on
the line that connects the southern and the south-
eastern tower legs and lying on the horizontal
atmosphere–ocean interface �as illustrated in Fig. 4�.
Positive coordinates for the horizontal x axis and the
vertical z axis increase toward the southeast and up-
ward directions, respectively. Simulations are per-
formed at different wavelengths, at different depths,
and at different distances, including the fixed dis-
tance of 7.5 m to the southeast of the southern tower
leg, where the WiSPER optics instrumentation is
normally lowered from a deployment platform. The
direction �0 � ��0, �0� to solar point is assigned with
�0 measured from the local vertical and �0 measured
counterclockwise from the positive x axis �i.e., the
deployment platform axis� and is therefore linked to
�0�, the ordinary azimuth compass reading, by �0 �
135° � �0�. This �0 definition allows symmetrical
considerations to be made for the AAOT deployment
platform axis and is retained within the PHO-TRAN

coordinate reference system adopted for AAOT shad-
owing investigations. Photons are released from the
radiometer located at a point X0� x0, y0, z0 according
to its ADF and are backtracked to the Sun, following
the backtracking algorithms previously outlined, and
by use of the variance reduction techniques described
in Appendix A.

Tower-induced shadowing percentage relative
errors �� ��Ed

, �Eu
, �Lu

in separate notation� between
�̃, the in situ AAOT shadow-perturbed radiometric
quantity, and �, the related far-field unperturbed
radiometric quantity, are defined by Eq. �1�. Tower-
shading effects are then completely defined by �� and
by the set of system parameter values used to de-
scribe the corresponding Sun–atmosphere–ocean–
AAOT–detector system.

C. Sensitivity Study

A tower-shading sensitivity study has been under-
taken to determine the system parameters that pre-
dominantly influence AAOT shadowing of the in-
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water light field that surrounds the measurement
point. The AAOT percentage relative errors �� for
Ed, Eu, and Lu at the normal optics-deployment loca-
tion, and at a depth just beneath the sea surface,
were first computed for a specific Sun–atmosphere–
ocean–AAOT–detector system, hereafter called the
standard system as defined in Table 4. This stan-
dard system assumes homogeneous atmosphere and
ocean layers and is specifically constructed for solar
radiation interactions that occur with matter at 412
nm. Departing from this standard system we con-
ducted an extensive sensitivity analysis of �� to vari-
ations in all relevant system parameter values and
present our results.

The sensitivity study results for �� are plotted in
Figs. 5–14, including sensitivity to �0 �with fixed �0�,
to �0 �with fixed �0�, to �0 �with coincident time-
correlated �0, along high and low Sun-path orbits as
occur during boreal summer and winter, respective-
ly�, to wavelength !, to sensor depth z0 �including
considerations of water column stratification� and
horizontal position �x0 and y0 separately�, and to �aer,
ahyd, and bhyd �with some considerations of sensitivity
to Phyd�. Other results that do not show significant
influence to the tower-shading effect have been omit-
ted, which include sensitivity to �ozo, �mol, �aer, and
Paer. Further work could be carried out to assess

extensive dependencies of �� on Phyd and on sea sur-
face wave-slope distribution. But since these pa-
rameters are difficult to evaluate, they have not been
included in this study for the development of an op-
erational correction scheme. A detailed analysis
and discussion of the sensitivity study is provided in
Section 5.

5. Sensitivity Analysis and Discussion

We present the analysis and discussion of the sensi-
tivity study as a function of system parameters that
most significantly influence the tower-shading ef-
fects, with reference to the data plotted in Figs. 5–14
and listed in Tables 5 and 6. These data are simu-
lated at 0�-m depth, with the exception of the data in
Fig. 9 where depth-dependent Ed, Eu, and Lu profiles
are shown. In all the figures the curves are simply
used to connect mean relative errors, and the symbols
encompass the maximum statistical noise on PHO-
TRAN MC simulations �at the 3� confidence level�.

A. �� versus �0

The �� results as a function of �0 are shown in Fig. 5
for fixed �0 � 0° �i.e., with the solar azimuth aligned
along the AAOT deployment platform axis�. The ��
values exhibit a positive second derivative with re-
spect to �0. This effect, which differs from the ge-

Table 4. Standard Sun–Atmosphere–Ocean–AAOT–Detector Reference Systema

Parameter Unit
Data

�! � 412 nm� Comments and Data Source

Latitude deg �°� 45.3139 N AAOT location
Longitude deg �°� 12.5083 E AAOT location
Date dd�mm�yyyy 17�06�1999 Identifies specific campaign data
UTC hh:mm 12:22 Identifies specific measurements
Solar zenith �0 deg �°� 22.70 Derived from the above data
Solar azimuth �0 deg �°� �27.84 Derived in PHO-TRAN coordinates
Detector position X0 �m,m,m� 
7.5, 0, 0�� 0� is taken as 10�4 m
Wavelength ! nm 412 Radiometer specifications
TOA irradiance E0 �!� W m�2 nm�1 1.808 Neckel and Labs23

natm — 1.00 Assumed
�ozo�!� �total� — 0.000663 327 Dobson units �TOMS data�
�mol�!� �total� — 0.318376 With Ap � 1013 hPa
�aer�!� �total� — 0.247725 CE-318 data �# � 0.053, $ � 1.74�
�aer — 1 Aerosol single-scattering albedo

Pmol sr�1 3�1 � cos2 ��

16

Rayleigh theory38

Paer�!� sr�1 TTHG Sturm and Zibordi32

Sea surface NA flat Assumed
noce — 1.34 Assumed
awat�!� m�1 0.00456 Pope and Fry33

bwat�!� m�1 0.00667 Buiteveldt et al.34

ahyd�!� �top layer� m�1 0.11740 AC-9 data, Berthon et al.21

bhyd�!� �top layer� m�1 0.42860 AC-9 data, Berthon et al.21

�hyd�!� �top layer� — 0.78 Derived from the above data

Pwat sr�1 3�1 � q cos2 ��

4
�3 � q�
Einstein–Smolouchowski theory39

Phyd sr�1 Petzold36 Mobley et al.18 tabulation
Sea floor NA Lambertian Assumed
Sea floor reflectance rb�!� — 1.13 Zibordi et al.37

aThe shadowing sensitivity analysis was performed with this system. TOMS, Total Ozone Mapping Spectrometer; NA, not applicable.
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nerically monotonic decreasing behavior found for
ship-shading effects under a black sky �e.g., Gordon1�,
is due to the increased total atmospheric optical path,
�atm��0�, traveled by the slanted solar rays. Under
these conditions the atmospheric scattering, and thus
the diffuse light regime, are increasing functions of
�0. Consequently, the diffuse shadowing caused by
the AAOT structure increases with �0 and prevails
at the measurement point on the decreasing shad-
owing effects induced by the directly cast AAOT
shadow �which are the only significant shadowing
effects that perturb radiometric measurements in
an atmosphere-removed case�. In fact, at high so-
lar zenith angles, the AAOT direct shadow moves
away from the measurement point, and less signif-
icantly perturbs the light field at that point.

B. �� versus �0

The �� results as a function of �0 for two fixed �0
values are shown in Fig. 6, plotted for �0 � 30° and
75°. Only one �the negative� side of �0 is shown,
because it is symmetrical with respect to the x axis
�i.e., the �0 � 0° line�. Note that the shadowing
effect increases when �0 decreases. Starting from
an initial illumination condition at �0� 0° and keep-
ing �0 constant, we found that the skylight at the
measurement point is increasingly shadowed by the
AAOT structure as ��0� increases. The shadowing

increases at a different rate as ��0� moves through 90°
and beyond. The two main factors responsible for
the observed �� values are �i� the variable amount of
total skylight shadowed by the tower and �ii� the
variable shape, volume, and position of the AAOT
direct in-water shadow. The latter factor affects the
direct and indirect shadowing of the in-water sensor.
For a given system, the overall magnitude of this
effect and variability as a function of �0 depends on
solar zenith. At low �0 the portion of skylight is low
with respect to direct sunlight, whereas higher �0
values imply a relative increase in skylight. At low
�0 the directly cast AAOT shadow is generally closer
to the in-water sensor than for the high �0 cases, but
is projected into smaller surface-water volumes. In
the high �0 cases, a steeper increase in �� can be
noted at �0 " �150°. In fact, at the AAOT latitude
for ��0�" 150° and �0� 75°, the deployment platform
direct shadow is close to the WiSPER measurement
point, thus increasing the total shadowing effect.

C. �� versus �0

In Fig. 7 the �� results are plotted as a function of
solar direction �0 � �0, �0 with variable �0—and
covarying �0—for a high �low� Sun trajectory. The
solar track at the AAOT site is simulated by consid-
eration of a series of solar positions at 0.5-h incre-
ments along a solar orbit traced in the sky during the

Fig. 5. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

, �c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of �0 with �0� 0°, i.e., the Sun projection on a horizontal plane moves along the AAOT deployment platform axis ��0 is measured
on the PHO-TRAN AAOT coordinate reference system�.

Fig. 6. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

, �c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of �0 with �0 � 75°, i.e., a low Sun moves along an imaginary circular trajectory �open circles�, and with �0 � 30°, i.e., a high Sun
moves along an imaginary circular trajectory �filled circles�. Computations for �0� 30° stop at �0��90° because the Sun never exceeds
such a solar azimuth angle for the given �0 � 30° at the AAOT latitude.

20 July 2002 � Vol. 41, No. 21 � APPLIED OPTICS 4295



boreal summer �winter� solstice. This track repre-
sents a high and long �low and short� solar path,
achieving a minimal solar zenith angle at approxi-
mately 22° �69°� from the vertical at 12:52 �12:48�
UTC, or local noon, when the solar azimuth angle is
at approximately �45° �or �180° on the compass�.
The abscissa axis is nonlinearly related to time of day
t, and decreasing �0 corresponds to increasing t.
Distinguishing features for the high solar path orbit
are �1� a wide range of shadowing effects; �2� linear-
izable angular regions, in which the shadowing effect
dependence on t can be approximated by straight
lines; �3� comparable shadowing errors on Ed, Eu, and
Lu; and �4� shadowing errors lower than 10% at the
normal deployment time, i.e., close to local noon.
Compared to the high solar path orbit the shadowing
errors for the low solar path show �1� lower maximum
values, but �2� higher minimum values; �3� less struc-
tured dependence on variable solar position, but �4�
sharper features �i.e., the second derivative of �� with
respect to �0 in the proximity of a minimum is higher
than in the previous case�; �5� comparable shadowing
errors on Ed, Eu, and Lu; �6� shadowing errors close to
10% at the normal deployment time �on average,
higher shadowing is found for these low solar path
orbits, i.e., in winter�.

The �� values as a function of variable �0—and of
covarying �0—exhibit a sharp increase �with expo-
nential growth trends� on the edges of the �0 vari-
ability range for the high solar path case shown in

Fig. 7. This effect is due to the direct shadow cast by
the AAOT deployment platform, shaped as a rectan-
gular prism. When �0 ��120° and �0 &40°, the
prism directly shadows the FOV of the radiometers,
causing a remarkable and predictable increase in the
shadowing effect. �This is usually avoided when one
conducts in situ measurements�. For the low solar
path the same sharp increase is not present, whereas
a strongly concave �� curve demonstrates the impor-
tance of skylight shadowing caused by the main
AAOT structure. The shadowing effect smoothly in-
creases as �0 departs from�45°, corresponding to the
maximum solar elevation point �with �0" 69°� of this
low Sun trajectory and to the conditions with the
directly cast shadow on average being the closest to
the measurement point. As �0 departs from �45°
the diffuse component of the shadowing errors pre-
vails on the direct component. The same behavior is
found for the high solar path �for which the maximum
solar elevation point corresponds to a minimal �0 "
22° and also identifies the minimum �� values�.

D. �� versus !

The �� results as a function of wavelength are shown
in Fig. 8. Wavelength ! that characterizes all the
related spectral quantities �E0, �ozo, �mol, �aer, Paer, rb,
and awat and bwat, ahyd, and bhyd� varies from 412 to
665 nm through 443, 490, 510, and 555 nm. The
shadowing error for Ed, influenced mainly by atmo-
spheric IOPs, follows a spectral exponential decay

Fig. 7. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

, �c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of variable �0 �and covarying �0� along two real solar path orbits, and resolved at 0.5-h increments. The �� for a boreal summer
�high Sun� orbit are shown as open circles; the filled circles represent a boreal winter �low Sun� orbit.

Fig. 8. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

, �c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of !.
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that results from the increased direct light regime
with wavelength, as caused by reduced atmospheric
scattering. The shadowing errors for Eu and for Lu
show more featured spectral dependence that is due
to the more complex in-water scattering and absorp-
tion phenomena.

E. �� versus X0

The �� results as a function of sensor position X0� x0,
y0, z0 for independently variable depth z0 and hori-
zontal positions x0 and y0 are shown in Figs. 9, 10,
and 11, respectively.

Figure 9 was obtained with a sensor just beneath
the surface at the standard deployment location �at
7.5 m from the tower legs to the southeast�, and then
at depths of 0.5 and 1.0 m and successively in 1.0-m
depth increments, all the way down to a 14.0-m
depth. The water column and the atmosphere are
assumed homogeneous. In this example, the Ed
shadowing increases slightly with depth, the Eu
shadowing decreases, and the Lu shadowing remains
somewhat constant but with some irregularities.

The effect of realistic media stratification has also
been addressed. We modified the standard case at
412 nm by introducing the in-air and in-water parti-
cle IOP distributions related to the stratifications de-
scribed in Subsections 4.A.2 and 4.A.3. The adopted
hydrosol IOP values were taken from some typical
and moderately stratified WET Labs AC-9 in-water
profiles. The results from the study indicate that,
for the considered examples, the variability of in-
water and above-water IOPs does not strongly influ-
ence the shadowing effects, which oscillate by
approximately 1% with respect to the results ob-
tained from a standard homogeneous ocean–
atmosphere system. The percentage relative errors
at the subsurface level �i.e., at 0�-m depth� are listed
in Table 5. Note that, for the analyzed cases, atmo-
spheric stratification has the strongest influence on
modification of the shadowing results found for the
totally homogeneous case, whereas allowance for
stratification both in the atmosphere and in the
ocean, at least in the case we considered, seems to
cancel the shadowing variation.

We obtained Fig. 10 by simulating with the sensor
just beneath the surface and by moving it along the x

axis on the AAOT deployment platform side, i.e., to
the southeast, with variable increments all the way
to a distance of 100 m from the tower legs. The
results of the shadowing effects on Ed, Eu, and Lu as
a function of tower-to-sensor logarithmic on-x-axis
distance display a �half � Gaussian-like shape. This
feature could be used to parameterize shadowing er-
rors in future developments.

We obtained Fig. 11 with the sensor beneath the
surface at the standard deployment location and then
by moving it perpendicular to the x axis �i.e., on the y
axis� from 0 m with variable increments up to a dis-
tance of 10 m, both toward the northeast in positive
increments and toward the southeast in negative in-
crements �i.e., left and right with respect to an ob-
server standing on the AAOT deployment platform
and looking toward the open sea�. The Ed, Eu, and
Lu shadowing effects as a function of on-y-axis sensor
position also display a Gaussian-like shape of the
shadowing profiles, even though it is distorted be-
cause of the asymmetry of the in-water illumination
that exists across the AAOT deployment platform for
a given solar position. In fact, higher shadowing
occurs when we move the sensor from the center of
the platform to the northeast �i.e., positive direction�,
where the in-water light field perturbation is higher
because of the nearby direct shadow cast by the
AAOT deployment platform. Shadowing errors also
show that Eu is the quantity most sensitive to sensor
location along the y axis, whereas Ed is the least
sensitive.

F. �� versus �aer

The �� values as a function of �aer are shown in Fig.
12. The standard system is modified to assess the

Fig. 9. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

�c� �Lu
on in-depth Ed, Eu, and Lu for the standard case as a function

of sensor depth z0 in a homogeneous water column.

Table 5. AAOT Tower-Shading Percentage Relative Errorsa

Media Stratification �Ed
�Eu

�Lu

No stratification �standard case� 5.25 8.49 6.72
Stratified ocean 5.33 9.05 5.98
Stratified atmosphere 6.65 10.29 8.59
Stratified ocean and atmosphere 5.12 8.31 6.24

a�Ed
, �Eu

, and �Lu
on subsurface Ed, Eu, and Lu for the nonstrati-

fied standard case and for the added stratified media variations.
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shadowing effects induced by a wide range of aerosol
optical depths. The considered optical depths are
�aer � 0.0, 0.01, 0.03, 0.10, 0.30, 0.60, and 1.0. Sig-
nificant influence on shadowing relative errors is ob-
served when we vary �aer within the chosen range.
An increase in aerosol optical depth increases the
diffuse illumination regime and consequently in-
creases the portion of skylight �with respect to total
light� directly shadowed by the AAOT superstruc-
ture. This effect is mostly evident under totally dif-
fuse skylight conditions �i.e., isotropic water-incident
photon flux� in which no direct solar light component

is present, and the diffuse shadowing accounts for all
the shadowing effects that reach values close to 20%.

G. �� versus Inherent Optical Properties �in Water�

The �� results as a function of ahyd and bhyd are
shown in Figs. 13 and 14, respectively. The ahyd
hydrosol values are allowed to vary, assuming ahyd�
0, 0.01, 0.03, 0.10, 0.30, 1.00 m�1. Significant influ-
ence on shadowing relative errors is observed when
ahyd is varied within the chosen range but, as ex-
pected, only for the upwelled quantities because the
instrument is at the subsurface level. The observed

Fig. 10. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

, �c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of sensor distance along the x axis �x0 is a component of sensor position X0�.

Fig. 11. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

�c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of sensor distance along the y axis �y0 is a component of sensor position X0�.

Fig. 12. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

, �c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of �aer. The filled circles to the left of the plots represent an atmosphere that contains virtually no aerosol, i.e., �aer � 0. The
filled circles to the right of the plots represent a totally diffuse above-water illumination �i.e., for an isotropic water-incident photon flux,
a condition approached asymptotically when �aer 3 '�.
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small variations on the subsurface Ed relative error
suggest that shadowing occurs only through in-water
total internal reflection effects. The upwelled shad-
owing effects decrease when ahyd increases. In fact,
for the given conditions, a higher absorption masks
the in-water AAOT shadow as seen by the downlook-
ing subsurface sensor. Specifically, if ahyd � 1 m�1,
each meter of water decreases, by absorption only,
the signal intensity by a factor of e�1 �i.e., approxi-
mately one third�. Then, under these circum-
stances, a shadow-perturbed water body, sufficiently
remote from the sensor �e.g., at 5 m�, then barely
induces shadowing effects at the sensor location 
e.g.,
�̃ � ��1 � e�5��.

The bhyd hydrosol values are allowed to vary with
respect to the standard system, assuming bhyd � 0,
0.50, 1.00, 2.50, 5.00 m�1. Figure 14 shows only
mild shadowing relative errors when we vary bhyd.
The exception is Lu, which displays a steep shadow-
ing increase at low bhyd. The general trend—a slight
increase in shadowing with an increase in scattering
coefficient—is justified by the fact that at low scat-
tering regimes the indirectly propagated shadow �i.e.,
the signal that never reaches the sensor in the pres-
ence of the AAOT structure� is low, although it does
increase with multiple scattering effects. Lu under-
goes a stronger change in shadowing with respect to
Eu, which can be explained by the different FOVs of
the Lu and Eu sensors that view different portions of
the perturbed field and are affected differently by the
scattered light components. However, these depen-

dencies on scattering are also strongly determined by
the absolute values of other parameters �such as ahyd
and Ir�, which significantly influence the overall
shadowing effect. Therefore the comments provided
for this example are strongly linked to a specific case
and are not always applicable to other situations. In
general it can be observed that high absorption
masks the in-water AAOT shadow, whereas high
scattering can fill in the shadow �a same beam atten-
uation c can produce different shadowing effects, de-
pending on the �0 value�.

Experimental measurement of the intensity and
distribution of in-water scattered light is a demand-
ing effort, so few measurements have been carried
out so far. The most widely adopted are the Pet-
zold36 measurements taken in the San Diego bay.
No AAOT in situ data has been collected to assess the
Phyd properties. A sensitivity study of the AAOT
shadowing effects on in-water phase function shape
variation would then be ineffective from an opera-
tional point of view. However, a simple study has
been performed to evaluate the shadowing-error un-
certainties associated with the assumption of a spe-
cific phase function. We changed the Petzold36

reference Phyd to Gordon’s KA20 in its �-truncated
form,1 then to a similarly �-truncated version of the
Petzold function, and then to a STHG function with a
high forward peak �g � 0.95�. The results of the
shadowing effects on Ed, Eu, and Lu that are due to
variable Phyd are shown in Table 6. An appreciable
effect can be seen on Lu shadowing, whereas Ed and

Fig. 13. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

, �c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of ahyd. The ahyd � 0-m�1 value corresponds to ahyd � 10�4 m�1.

Fig. 14. AAOT tower-shading percentage relative errors �a� �Ed
, �b� �Eu

, �c� �Lu
on subsurface Ed, Eu, and Lu for the standard case as a

function of bhyd.
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Eu shadowing seems less sensitive to a change in
Phyd.

6. Shadowing Correction Scheme

We propose a tower-shading correction scheme that
relies on MC computations of tower-shading pertur-
bations and is based on the previous sensitivity
study. It is intended to be applied to the measure-
ments taken during the widely differing environmen-
tal conditions found at the AAOT site. The
multidimensional character of the shadowing prob-
lem has supported the concept of implementing a
look-up table correction scheme, rather than a gen-
eral analytic approach. The computation of an ex-
tensive set of specific correction factors has thus been
organized for the construction of look-up tables de-
signed for operational shadow-removal processing.
The resulting correction procedure is sufficiently sim-
ple that it can be routinely applied to minimize AAOT
shadowing perturbations on in-water optical data.

A. Simplified Atmosphere–Ocean System Model

To obtain a practical correction scheme, a simplified
and straightforward spectral remodeling of the
atmosphere–ocean system has been conducted to re-
duce the number of system parameters with respect
to those that describe the higher dimensioned refer-
ence system laid out for the previously described ex-
tensive sensitivity study. The simulations were
performed at ! � 412, 443, 490, 510, 555, 665 nm, i.e.,
the nominal central wavelengths of the in situ de-
ployed radiometers that closely match the central
wavelengths of the Sea-viewing Wide Field-of-view
Sensor �SeaWiFS� instrument.40

The atmospheric column is modeled with a single
homogeneous layer of depth D� 60 km that contains
ozone, gas molecules, and aerosol described by their
respective beam attenuation coefficients cozo�!�
�mean climatological value from Leckner41�; cmol�!�
�derived by Frölich and Shaw27 and Young28 and as-
signing a fixed Ap � 1013 hPa�; and caer�!� 
derived
from a set of in situ realistic �aer�!� values�. The
Gordon and Castaño42 marine aerosol Paer was used
for the whole spectrum. The water column is also
assumed homogeneous, with surface layer IOPs prop-
agated to the sea floor. The ahyd�!� and chyd�!� coef-
ficients were taken from a discrete set of in situ
values. A �-truncated version �following Gordon1� of
Gordon et al.,20 the KA phase function, was assumed
for the in-water Phyd. The �ozo�!�, �mol�!�, and rb�!�
parameter values are spectrally linked and were

fixed to the spectral values assuming, respectively,
300 Dobson units of total atmospheric ozone load,
1013-hPa sea-level atmospheric pressure, and aver-
age sea floor reflectance values at the AAOT site.37

All the other system parameters remained un-
changed with respect to the reference system de-
signed for the sensitivity study, including the AAOT
3-D geometry model.

B. Shadowing Correction Factor Look-Up Tables

Subsurface tower-shading correction factors ��̃ ��Ẽd
,

�Ẽu
, and �L̃u

in separate notation� for the correction of
in situ perturbed radiometric data �̃ are given by the
ratio between unperturbed and shadow-perturbed ra-
diometric quantities

��̃ � ���̃ (3)

and are estimated through MC simulations designed
on the basis of the reduced set of system parameters.
The correction of �̃ is then simply obtained through
multiplication by the adequate ��̃, which, when we
combine Eqs. �1� and �3�, is linked to the percentage
relative error by �� � �1 � ��̃

�1�  100.
For each !, the ��̃�!� factor is computed for a dif-

ferent set of discrete values of the following parame-
ters: �0 and �0 solar angles �allowing also for a �0-
�0-independent overcast sky�; �aer, providing a corre-
sponding above surface Ir; total seawater a; total sea-
water �0; and the spectrally linked rb�!�, �ozo�!�, and
�mol�!�.

Table 7 provides the discretely variable and in-
dexed parameter values �0, �0, �aer, a, and �0 that we
used to compute the tower-shading correction factors.
Spectral dependence on these parameters has been
omitted because, for each !, all the values of the
parameters are distinctly considered to initiate sep-
arate correction factor simulations. The discretiza-
tion range and resolution have been chosen so that
they are representative of the variability observed at
the AAOT site. Table 8 lists the wavelength-
dependent set of values 
rb�!�, �ozo�!�, �mol�!��.

The correction factors ��̃�!� are pointed at by use of
indices 
i, j, k, l, m� associated with the generating
parameters from Table 7 and spectrally grouped as
discrete values within a look-up table. Each param-
eter index �ind � i, j, k, l, m� varies from 1 to 6 at

Table 6. AAOT Tower-Shading Percentage Relative Errorsa

Hydrosol Phase Function Phyd �Ed
�Eu

�Lu

Petzold �standard case� 5.25 8.49 6.72
Petzold, � truncated 5.79 10.06 7.16
Gordon’s KA�, � truncated 5.59 9.95 6.24
STHG, g � 0.95 5.61 10.13 5.50

a�Ed
, �Eu

, and �Lu
on subsurface Ed, Eu, and Lu for the standard

case, with variable in-water Phyd phase functions added.

Table 7. Parameters and Their Discretized Valuesa

Parameter Unit ind � 1 2 3 4 5 6

�0
i� deg 25 30 40 50 60 70
�0
j� deg �135 �90 �45 0 �45
�aer
k� — 0.00 0.05 0.10 0.50 1.00 3'b

a
l� m�1 0.02 0.05 0.10 0.30 0.50
�0
m� — 0.50 0.70 0.80 0.85 0.90 0.95

aThe values were allowed to vary within the simplified
atmosphere–ocean system and were used to compute indexed
AAOT subsurface tower-shading correction factors ��̃�!�
i, j,k,l,m�
included in the look-up tables.

bThe 3' represents the overcast situation and is taken as the
limiting parameter value for high �&&1.00� �aer values.
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most. We obtained the ��̃�!�
i, j,k,l,m� correction fac-
tors by performing a total of approximately 100,000
independent backward MC simulations each sup-
ported by 105–107 primary photons.

The appropriate correction factor ��̃ for an actual
subsurface radiometric measurement is found
through a matching of the actual parameter values
across the parameter grid that underlies the look-up
table, with the exception of �aer for which we substi-
tuted Ir as a result of our computations. The range
of variability in Ir has in fact been reproduced by
simulation of the tower-shading errors in clear-sky
conditions with different values for �aer, where �aer �
caerD. A suggested improvement in the current use
of the look-up tables is to operate appropriate

parameter–correction-factor interpolations rather
than to seek a match.

Even though the proposed look-up tables are valid
in principle only under clear-sky conditions, the use
of Ir �instead of �aer� as a matching parameter for
indexed ��̃ values has been suggested by the need to
refer to a quantity that is capable of describing gen-
eral illumination conditions in an integrated way,
also accounting for skylight distribution inhomogene-
ities �e.g., induced by the presence of clouds�. In
fact, under the latter circumstances, the simple �aer
�obtained along the solar direction� can be less rep-
resentative than Ir of the actual field measurement
conditions. Appropriate ��̃ correction factors are
also provided for totally diffuse skylight, assuming an

Fig. 15. AAOT ��̃�!� correction factors as a function of sampling time �between October 1995 and February 2001� for the shadowed
subsurface downwelling irradiance Ẽd at ! � �a� 443, �b� 555, �c� 665 nm. The dots represent average campaign values, crosses indicate
single measurement values �a single campaign can include as much as one week of data�.

Fig. 16. As in Fig. 15 but for �Ẽu
�!�.

Fig. 17. As in Fig. 15 but for �L̃u
�!�.

Table 8. Spectrally Linked Parameters �All Dimensionless�a

Parameter ! � 412 nm 443 nm 490 nm 510 nm 555 nm 665 nm

rb�!� 1.3  10�2 1.8  10�2 3.1  10�2 4.0  10�2 6.1  10�2 26.6  10�2

�ozo�!� 6.6  10�4 1.0  10�3 7.4  10�3 1.4  10�2 3.3  10�2 1.7  10�2

�mol�!� 0.32 0.24 0.16 0.13 0.09 0.04

aTheir spectrally fixed values were allowed to covary with ! within the simplified atmosphere–ocean system and were used to compute
AAOT tower-shading correction factors included in the look-up tables.
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isotropic above-water incident photon distribution.
This situation is taken to represent the limiting illu-
mination case when Ir 3 ' �when �aer 3 '�.

The ��̃ correction factors, extracted from look-up
tables for correction of 360 actual WiSPER measure-
ments taken under clear-sky conditions, are plotted
as a function of time for the period from October 1995
to February 2001 at the three representative wave-
lengths of 443, 555, and 665 nm. The correction
factors displayed in Figs. 15, 16, and 17 for subsur-
face Ẽd, Ẽu, and L̃u, respectively, are given for each
measurement �crosses� and as campaign averages
�circles�. All ��̃ correction factors show the lowest
values, generally less than 1.02, at 665 nm and the
highest values, generally between 1.02 and 1.09, at
443 nm. The �Ẽd

and �L̃u
, and also to some extent

�Ẽu
, mean values at 443 nm display a clear seasonal

pattern with the highest values in winter and the
lowest values in summer. This can be explained
mostly by the solar zenith variations across the year.
In fact, most of the WiSPER measurements were
taken around local noon when solar zenith has the
lowest daily values. The variability that overlaps
the seasonal cycle can be explained by changes in
seawater and atmospheric optical properties and by
daily changes in solar zenith. Table 9 shows the
average and standard deviation of the percentage
error values �� that affect the WiSPER Ẽd, Ẽu, and L̃u
data. In addition, the average and standard devia-
tions of the relevant parameters used to retrieve ��̃

from the look-up tables are also given.
Major limitations in the correction scheme pro-

posed for AAOT tower-shading effects on the col-
lected radiometry when roughness is neglected in
modeling sea surface reflectance; assuming that the
tower structure absorbs all the incident photons �i.e.,
not reflecting�; using correction factors computed for
discrete values of the input variables �0, �0, �aer, a,
and �0; and assuming homogeneous water column
IOPs.

These limitations notwithstanding, the correction
scheme is now implemented in an optical data-
processing system to be routinely used within the
framework of long-term time-series measurement ac-
tivities for operational correction of tower-shading
effects in optical data acquired at the AAOT site.

7. Conclusions

The use of backward MC methods allows realistic
shadowing effects that occur on in situ underwater
radiance and irradiance measurements to be simu-
lated accurately. In particular, complex geometry
oceanographic towers can be effectively modeled, and
their shadowing effects can be accounted for and cor-
rected for. For this study we conducted MC simula-
tions on a model of the northern Adriatic Sea AAOT
platform by applying a completely 3-D backward MC
code �PHO-TRAN� developed by one of the authors.12

We validated the code extensively against literature
data, taking into account complex 3-D geometries and
variable IOPs associated with natural media. The
environmental conditions that were retained for mod-
eling purposes comprise an evenly distributed collec-
tion of conditions normally found at the investigated
oceanographic site. These conditions take into ac-
count the illumination geometry, the atmospheric
composition together with its structure and optical
properties, the air–sea interface characteristics, the
oceanic composition together with its structure and
optical properties, the sea floor characteristics, the
deployment structure geometry and optical charac-
teristics, and the light collection design characteris-
tics of the detectors.

By making use of the MC code, we investigated and
substantiated the specific AAOT perturbation effects
extensively by conducting a sensitivity study that
showed that the tower-shading errors on Ed, Eu, and
Lu are particularly sensitive to change in �0, �0, !, X0,
�aer, ahyd, and, to a lesser extent, in bhyd. For an
analyzed homogeneous water-column case study, the
sensitivity of the response to detector depth has been
shown to be marginal, with the exception of pertur-
bations on Eu. This, together with the study carried
out for a stratified atmosphere–ocean system, allows
application of, to within a few percent accuracy, sub-
surface shadow-correction factors to optical data at
different depths along a homogeneous water column
�even though care is suggested when parameter val-
ues significantly depart from those assigned in the
considered case study�. The sensitivity analysis has
enabled the appropriate selection of values and
ranges of optical, geometric, and environmental pa-

Table 9. Average and Standard Deviation of Subsurface Tower-Shadowing Percentage Relative Errorsa

Parameter Unit 412 nm 443 nm 490 nm 510 nm 555 nm 665 nm

�Ẽd
— 4.37 
1.42� 3.49 
1.19� 2.43 
0.86� 2.06 
0.73� 1.40 
0.50� 0.98 
0.22�

�Ẽu
— 4.58 
1.05� 4.32 
1.03� 4.14 
1.03� 3.76 
1.07� 3.20 
1.13� 0.71 
0.34�

�L̃u
— 4.28 
1.31� 3.67 
1.04� 3.19 
1.04� 2.87 
0.87� 2.35 
0.77� 0.55 
0.30�

ahyd m�1 0.217 
0.084� 0.100 
0.066� 0.098 
0.036� 0.067 
0.026� 0.037 
0.014� 0.032 
0.028�
w0 — 0.795 
0.069� 0.823 
0.066� 0.858 
0.055� 0.856 
0.060� 0.847 
0.068� 0.508 
0.162�
Ir — 0.844 
0.369� 0.671 
0.307� 0.499 
0.254� 0.438 
0.247� 0.336 
0.186� 0.223 
0.148�

a�� values for Ẽd, Ẽu, and L̃u AAOT data, and the average and standard deviation of the relevant parameters used to retrieve the
subsurface ��̃ values from the look-up tables. Measurements were taken with solar zenith �0 varying between 22° and 77° �48° average�,
and compass solar azimuth �0� varying between 87° and 245° �163° average�. The numbers within brackets represent the standard
deviation.
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rameters to be used in the computation of extensive
sets of tower-shading correction factors for routine
radiance and irradiance measurements taken at the
AAOT site. The correction factors have been
grouped in look-up tables indexed through relevant
optical and geometric parameter values. The pro-
posed correction scheme has been shown to be effi-
cient for the removal of tower-shading perturbations
that occur on in-water radiometric AAOT data ac-
quired within the framework of the Coastal Atmo-
sphere and Sea Time-Series �CoASTS� project.37

Tower-shading correction factors estimated with the
proposed methodology for Ed, Eu, and Lu measure-
ments taken at the AAOT site between October 1995
and February 2001 under clear-sky conditions have
shown values less than 1.02 at 665 nm and ranging
from 1.02 up to 1.09 at 443 nm. The latter correction
values can rise up to 1.20 under extreme but realistic
conditions �i.e., overcast sky or clear sky with high
Sun zenith angles�. A first experimental assess-
ment of the former correction values has been at-
tempted with field data.7 Results support the
validation of the applied MC simulation technique,
even though we believe that a more extensive assess-
ment would add additional consistency and reliability
to the correction scheme.

The significant uncertainties induced in optical
measurements taken at the AAOT site sustain the
more general need to minimize deployment structure
perturbations in optical measurements collected in
the vicinity of towers, ships, or buoys to ensure high
accuracy of data for bio-optical modeling, to validate
remote-sensing products, and for vicarious calibra-
tion of space sensors. The proposed correction meth-
odology, although developed for the parameters that
characterize the AAOT site, can be, in principle,
transferred to other systems if their correct 3-D de-
scription is given together with the full range of en-
vironmental and optical parameters that are
representative of the specific site being investigated.
This would allow us to handle the correction of shad-
owed data acquired from other deployment struc-
tures and detected within varied instrument casings
and package geometries, in markedly different wa-
ters, and under complex illumination conditions.
Nonetheless, the most accurate and flexible use of
MC simulations is to perform quasi-real-time compu-
tations for each individual measurement, having
comprehensively and simultaneously characterized
the underlying Sun–atmosphere–ocean–structure–
detector system. This more flexible approach is par-
ticularly advisable when tower-shading effects must
be estimated at depth and for stratified media.

Appendix A: Variance Reduction Techniques

The photon backtracking scheme described in Sub-
section 2.B is straightforward, however, it can be
computationally inefficient. To waste less photons
and thus decrease both computational time and sta-
tistical variance on the computed quantities, some
variance-reducing techniques have been imple-

mented in the computational procedures developed
for the PHO-TRAN MC code.

Statistical variance is reduced by use of determin-
istic techniques and by extraction of as much weight
as possible from the photon’s history, as uniformly as
possible over history space. Each time a photon
weight is multiplied by a given interaction probabil-
ity coefficient �i.e., cross section�, variance reduction
is obtained. The photon is in fact more rigorously
defined as a photon probabilistic weight, which is
linked to the proportion of actual surviving photons
�i.e., the ratio between the number of photons that
exit a radiation–matter interaction and those that
enter the process�. In each of the following subsec-
tions a distinct variance-reducing technique is intro-
duced.

1. Virtual Photons

Strictly speaking, the use of virtual photons as de-
fined previously is itself a variance-reduction tech-
nique, not dissimilar to the point detector16 variance-
reduction scheme. Point detectors are obtained by
analytic propagation of radiation from collision
events to detector location. This might not be the
most probable photon ray, but it is a surely detected
one, and its contribution to the detected signal is
generally highly efficient, thus reducing the associ-
ated variance.

2. Semi-Systematic Sampling

The backward emitted photon polar direction is sam-
pled according to a semi-systematic sampling
scheme.16 This means that random selection of po-
lar angles is restricted to angular bins from which
sampling has not yet occurred, thereby allowing a
more uniform selection of random directions. This
variance-reduction technique does not force polar an-
gles to fixed binned values, so any unwanted direc-
tional discretization is avoided. The same scheme is
also applied for the selection of polar scattering an-
gles from an equal probability tabulated scattering
CDF, where each equal probability interval is semi-
systematically sampled.

3. Forced Absorption

The absorption event following a collision is modified.
Instead of losing a photon in an absorption process
and therefore wasting its potential for further deter-
ministic contributions, one can decrease the photon
weight by multiplying its value by the photon’s inter-
action survival probability �i.e., the �tot value of the
material that fills the cell that contains the collision
point�. The photon is then forced to scatter, accord-
ing to one of the possible scattering mechanisms.
The same principle is applied to photon collision on a
�partially� absorbing interface �e.g., a surface�.

4. Forced Collisions

The optical distance to the next collision is sampled
according to whether the extrapolated backward pho-
ton path leaks, i.e., crosses one of the boundaries that
enclose the modeled system �such as the TOA plane
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or the vertical sides of the large rectangular box that
globally encloses the modeled atmosphere–ocean sys-
tem�. If the extrapolated path crosses such a bound-
ary, we reduce the variance by sampling the optical
path to the next collision by using a truncated expo-
nential distribution rather than a simple exponential
distribution, i.e., the sampling scheme adopted for
nonleaking extrapolated backward photon paths.
The truncation forces the photon to collide before it
reaches the boundary, thus avoiding photon leakage.
Forced collisions are imposed by sampling the pho-
ton’s free-flight optical path �f according to pesc��f �, a
PDF given by the product of a classical exponential
PDF multiplied by a truncating factor

pesc��f� � exp���f�
1 � exp���esc��
�1, (A1)

where 0 � �f � �esc. To remove the bias introduced
by the technique, the photon weight at this forced
collision point is multiplied by an appropriate factor

1 � exp���esc��. The latter is equal to the probabil-
ity of the photon to escape from the system that trav-
els the full optical path, �esc, separating it from the
leakage boundary. Whether collisions are forced or
not, the semi-systematic sampling technique de-
scribed above is also used to select the appropriate
free-flight optical distance bin. Again, this does not
introduce discretization in the actual sampled dis-
tances, because they are allowed to vary with conti-
nuity within a bin.

5. Stacked Reflections

At an interface between media of different refractive
indices, rather than choosing a random number to
determine whether a photon is transmitted or re-
flected, we reduce variance by allowing both events to
occur. A photon reflected by an interface is stacked,
and its set of characteristic parameter values �x, y, z,
�, �, W, and the optical paths �p or �f remaining prior
to collision� are later retrieved for further tracking
after the history of the transmitted photon is ex-
hausted �this does not occur for total internal reflec-
tion�.

6. � Truncation

Diffraction peak truncation or � truncation43,44 of the
scattering phase functions for aerosol or in-water
particulate matter can be adopted to decrease vari-
ance in the backtracking and sampling schemes and
thus to increase the simulation’s statistical precision
at the expense of accuracy in the description of effects
that are due to a high forward-scattering peak at very
small �� 7°� positive angles. Details of the trunca-
tion scheme are given by Gordon.1

7. Russian Roulette

The application of variance-reduction schemes re-
duces the weight of randomly tracked photons.
Their importance is also reduced owing to exponen-
tial decay, when transmission occurs across attenu-
ating media, and to abrupt stepwise reduction when
the photons cross imperfectly transmitting inter-

faces. A randomly tracked photon is terminated
when its weight W falls below a predetermined
threshold value W� , typically 10�6, which can occur
rapidly in strongly absorbing media or can take a long
time in highly scattering mixtures. To ensure sta-
tistical coherence within MC results for different sys-
tems, the threshold value is precomputed according
to Morel and Gentili,45 so that, on average, a compa-
rable number of collisions occurs within a given dis-
tance from the detector �computed by use of the
average �tot�. The number of initiated photons �of
the order of 105–106� affects the estimated SRE, i.e.,
the estimated standard deviation of the mean divided
by the estimated mean, obtained for simulated data.
The SRE has been maintained below 0.01 for all the
simulations performed to assess tower-shading ef-
fects. When the decreased photon weight W falls
below the predetermined cutoff threshold, rather
than invariably terminating its history, we deter-
mine the photon’s life by the technique of Russian
Roulette. This is a variance-reducing technique
that either resets the photon weight back to its initial
unitary value, with a probability equal to its cur-
rently achieved low weight, or otherwise terminates
the photon’s history. A random number u � U
0, 1�
is sampled: if u � W� then W � W0, otherwise the
photon is killed �W � 0� and removed from the MC
game. No bias is introduced by Russian Roulette.10

8. Correlated Sampling

Correlated sampling is a powerful variance-reducing
technique that is used to distinguish between small
differences of estimated quantities. We produced
the latter small differences by introducing a struc-
tural parameter perturbation into the system. By
tracking so-called twin photons, one interacting with
the intervening structure and the other not, one can
achieve a correlated sampling scheme.10 This min-
imizes the score variance of differences between sig-
nals carried from photons transported in the
perturbed and unperturbed systems. If f and f� are,
respectively, unperturbed and perturbed MC esti-
mated mean responses obtained for a corresponding
change �� � � � �� in system parameter � �where,
for example, � � �tot and �� is its perturbed counter-
part, �� � �tot� � 0�, then the variance in the differ-
ence �f � f � f� is given by10

var��f � � var� f � � var� f�� � 2 cov� f, f��, (A2)

where var� f � is the variance of the estimated quan-
tity f, and cov� f, f�� is the covariance of f and f�.
When the two estimates are obtained by two inde-
pendent MC runs, the correlation term 2 cov� f, f�� of
Eq. �A2� vanishes because f and f� are completely
uncorrelated. Then var��f � is just the sum of var� f �
and var� f��:

var��f � � var� f � � var� f��. (A3)

For small �� the estimate �f is usually given through
the relative change �f���. As the sum in Eq. �A3� is

4304 APPLIED OPTICS � Vol. 41, No. 21 � 20 July 2002



positive and finite, for small �� the relative variance
can increase without limit

lim
��30

var��f���� �
var� f � � var� f��

��2 3 '. (A4)

On the other hand, if it is possible to correlate the
calculation of the expectations of f and f�, then, ac-
cording to Rief,46 the relative variance could assume
a finite value:

lim
��30

var��f���� �
var� f � � var� f�� � 2 cov� f, f��

��2

3 ( � ', (A5)

where ( is a constant. If f and f� are strongly corre-
lated, as happens when MC estimates are carried out
by use of the same set of random numbers and to the
extent that �f is small, then1

2 cov� f, f�� � var� f � � var� f��, (A6)

thus 
from Eq. �A5�� ( � 0, and the variance in �f is
reduced to less than that of either f or f�.

All the variance-reduction schemes described pre-
viously increase the efficiency and the precision of the
MC computations, whereas the relative accuracy is
generally maintained to within 0.01% with respect to
the analog MC simulations �i.e., those performed
without the use of variance-reduction techniques�.
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