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The shading error associated with the water-leaving radiance (L
w
) measured via the Skylight 

Blocked Approach (SBA, Lee et al. 2013) is characterized by Monte Carlo simulations, and it is 

found this error is in a range of ~1-20% under most water properties and solar positions. A 

model for estimating this shading error is further developed, and eventually a scheme to correct 

this error based on the shaded measurements is proposed and evaluated. It is found that the 

shade-corrected value in the visible domain is within 3% of the true value, which thus indicates 

that with the SBA scheme, we can obtain not only high precision, but also high accuracy L
w
 in the 

field. 

OCIS codes: (280.0280) Remote sensing and sensors; (280.1350) Backscattering; (280.4788) Optical sensing and 
sensors;  

 

  



1.  Introduction 

Remote-sensing reflectance (R
rs

, sr-1), defined as the ratio of water-leaving radiance (L
w
, W m-2 sr-1 nm-1) to down-

welling irradiance just above the surface (E
d
, W m-2 nm-1), is a key property in optical oceanography, from which a 

wide range of physical and biogeochemical properties are derived [1]. Separately, the validation of airborne or 

spaceborne systems for ocean color remote sensing requires accurate measurements of R
rs

 (or L
w
) in the field. To 

achieve this, several approaches have been implemented in the past decades, and the advantages and drawbacks of 

these are summarized in Mueller et al. [2] and Lee et al. [3]. These conventional methods generally not measure 

L
w
 directly, rather measure some key components and then calculate the desired L

w
. The involved post-

measurement data processing include removal of surface reflected light, propagation of L
u
(z) (vertical profile of 

upwelling radiance) to L
w
, etc., which will bring in considerable uncertainties in the derived L

w
 and then R

rs
. The 

Skylight-Blocked Approach (SBA, Lee et al. [3,4]) is a scheme to measure L
w
 directly, which avoids challenges in 

dealing with moving clouds or stratified waters and results in L
w
 with high precision. However, because the 

radiance sensor looks down while illumination is from above, inevitably there will be shadows from the sensor as 

well as from the supporting platform [5], which should be corrected for accurate L
w
 and then R

rs
.  

 The shading effect (shading error) in L
w
 measurement was first discussed in Gordon and Ding [5] 

(represented as GD92 hereafter in short) for a sensor floating right on the surface. Based on GD92, relative 

shading error (ε) is defined as 

ߝ = ௅ೠ೟ೝೠ೐ି௅ೠ౩౞౗ౚ౛௅ೠ೟ೝೠ೐ .                                          (1)  

 L
u
shaded and L

u
true are the upwelling radiance just beneath the surface with shading and without shading, 

respectively. After the transmission through the water-air interface, Eq. (1) could be rewritten as: 

ߝ = ௅ೢ೟ೝೠ೐ି௅ೢ೘೐ೌೞೠೝ೐೏௅ೢ೟ೝೠ೐ ,                                    (2)  

with  L
w

shade and L
w

true are the water-leaving radiance with shading and without shading, respectively.  

Gordon and Ding [5] pointed out that the shading error is a function of the absorption coefficient, the size of 

the radiometer or the housing, and solar zenith angle at subsurface. They further proposed a simple equation to 

relate the shading error with the above listed variables as: ߝ = 1 − exp	[− ଶ௔ோ୲ୟ୬(ఏೢ)].                                           (3) 

In Eq. (3), θ
w
 is the subsurface zenith angle of sunlight (accordingly, θ

0
 is defined as the zenith angle of sun above 

surface hereafter), a (m-1) is the absorption coefficient and R (m) is the radius of the sensor or housing. In the years 

following the studies of Gordon and Ding (1992), shading effects for upwelling irradiance and for sensors 10's of 

centimeters below the surface were assessed using Monte Carlo (MC) simulations as well [5-9]. 

SBA is also a floating system different with that evaluated in GD92 [5] and a detailed cartoon of the sensors 



and s

It inc

cone 

the sy

block

was n

this s

(2) d

photo

and s

revis

angle

shade

 

2. 

The 

simu

comp

(1) 

supporting appa

cludes a buoyed

(blue part in Fi

ystem addresse

k surface reflect

not adequately 

study aims to (1

evelop an appli

To achieve this

on events in wa

sun angles were

ed model based

e. More importa

ed L
w
 (R

rs
 ) spe

 Monte Car

radiative transf

lation of the l

ponents and pro

Optical proper

al. [11], Pope

scattering coe

the concentrat

Contribution o

aratus is present

d platform on th

ig. 1) is placed 

d by GD92, how

ted light inserte

addressed, and 

1) characterize t

icable scheme t

s, similarly as w

aters was develo

e simulated, and

d on Eq. (3) is d

antly, an effecti

ctrum while the

rlo approach

fer model invo

light field, wit

operties: 

rties of the wat

 and Fry [12], 

fficients were s

tions of chloro

of Colored Dis

ted in Fig. 1.  

Fig. 1. The SB

he center with ra

in the front of t

wever, the radio

ed ~5 cm below

a first-order co

the shading erro

to correct the sh

what was applie

oped. Subseque

d ε was further c

developed to ex

ve scheme is de

e pre-knowledg

h 

olved in the M

th and without

er: absorption a

and Morel [13

simulated follo

ophyll [Chl, mg

ssolved Organic

BA system (Lee

 

adiance and irra

the radiance rad

ometer employ

w the surface. Th

orrection follow

or (ε) associated

hading error ass

d in some earlie

ently, L
w

true and

calculated follo

xpress ε as a fun

eveloped to cor

ge of in-situ IOP

MC simulation i

t the presence

and scattering c

], respectively.

owing the “Case

g m-3] and sus

c Matter (CDO

e et al., 2013).

adiance radiom

diometer to bloc

ed in an SBA is

he shading erro

wing GD92 was

d with the SBA

sociated the L
w
 

er studies [5,8-

L
w

shade of water

owing Eq. (2). A

nction of water p

rrect this shadin

Ps is not require

is detailed in L

e of the SBA

coefficients of p

 For the IOPs

e-2” model em

pended minera

OM) is consider

 

meters attached o

ck surface-refle

s in air, while it

or associated wi

used in Lee et

A system using M

measurement b

10], a backward

rs with differen

After analyzing

properties, cone

ng error simply 

ed.  

Leathers et al. 

system, it inv

pure seawater a

of particles, th

mbedded in Hyd

als [SPM, g m-

red co-vary wit

on both sides. A

ected light.. Unl

t is the cone use

ith the SBA sys

al. [3]. Therefo

MC simulations

by an SBA syst

d MC code trac

nt optical proper

 these ε values,

e size as well a

from the measu

[10]. For each

volves the follo

are taken from L

e absorption an

drolight [14-17]

-3] as free vari

th Chl followin

A 

like 

ed to 

tem 

ore 

s; and 

em.  

cking 

rties 

 a 

s sun 

ured 

h MC 

owing 

Lee et 

nd the 

] with 

iables. 

ng Eq. 



(2) 

(3) 

(4) 

(5) 

 

effort

confi

those

(4):  

Simulations w

The water bod

Scattering phas

scattering phas

The total scatt

SPM. 

Downwelling 

set as 1.0 W n

idealized sky c

The ratio of in

divided into 2

determined ba

Water-air inte

error is suffici

The MC code w

t were backwa

idence of this M

e from Hydrolig

with a series of C

dy is considered

se function: thr

se functions of C

ering phase fun

irradiance and

nm-1 m2. For in

condition for w

ndirect irradian

217 grids (9 z

ased on r
sky

 and 

erface: As discu

iently small, the

was written and

ard simulation 

MC code were 

ght for identical

ܽ஼஽ைெ(ߣ)
Chl and SPM va

d as a homogen

ree scattering co

Chl and SPM b

nction is the co

d light distributi

ndirect irradian

which the distrib

nce over total ir

zenith * 24 az

solar position.

ussed in Leathe

erefore a flat air

d compiled usin

with its highe

evaluated by co

l setups when th

) = ܽ஼௛௟(440) e
alues (as presen

ous medium wi

 

onstituents are

based on the bac

ombined scatte

ion: The total d

nce, it is assum

bution of sky lig

rradiance (r
sky

)

zimuth + 1 po

ers et al. [8], t

r-sea interface w

ng Intel Fortran

er efficiency th

omparing its ra

here are no mea

exp[−0.014(ߣ
nted in Table 1)

ith infinite dept

considered (wa

ckscattering rat

ring phase fun

downwelling ir

med that the sky

ght is independe

is specified in

olar grid). Afte

the overall imp

was considered

n 95 compiler. T

han forward M

adiance outputs

asurement syste

− 440)]. 
) were carried o

th. 

ater molecules, 

tio of particles 

ction of water

rradiance above

y light distribu

ent of the positi

MC input.  Th

er that, radianc

pact from wavy

d in this study. 

The MC simula

MC simulations.

under different

ems, with result

                   

out. 

Chl, and SPM)

[18] were empl

molecules, Ch

e surface (E
d
(0

ution is isotropi

ion of sun. 

he 2π space of 

ce in each grid

y surface on sh

ations applied i

 The reliability

t viewing angle

ts showing in F

    (4) 

). The 

loyed. 

l, and 

0+)) is 

ic, i.e. 

sky is 

d was 

hading 

in this 

y and 

e with 

ig. 2.  



It is f

which

and t

in GD

agree

Fig. 

For a

differ

MC c

scatte

which

struc

found that the 

h suggests that 

In MC simula

the contribution

A further eval

D92. It is found

e with each othe

3. Comparison

The das

aR > 0.1, the 

rence is observ

code developed

ering phase fun

h could explain

After the MC c

ture of the SB

Fig. 2

difference betw

the radiance fie

ations, a shadin

n of these photo

luation was carr

d that the ε valu

er very well (le

n of ε between M

sh line represen

impact of (ba

ed. But the rela

d here. Note th

nction), there ar

n the higher diff

code was well v

BA system in o

2. Comparison b

ween radiances

eld is reliable fr

ng event is cons

ons will be set to

ried out to estim

ues between the

ss than 5% rela

MC results in th

nt the 10% bias

ack)scattering

ative difference

hat due to diffe

re inherently a f

ference for  aR

validated, it wa

our MC code,

between MC re

 

from this MC

from this MC sim

sidered when p

o 0 when calcul

mate ε of a cyli

ese two MC sim

ative difference)

his work and tha

of result from M

 

effect on shad

 is still within 1

erent computer

few percent of d

> 0.1. 

as then applied t

this complicat

esults and Hydro

code and that f

mulation system

photons hit any

lating L
w

shade.  

indrical housing

mulations for the

) for aR < 0.1 (R

at in Gordon an

MC in simulati

ding error beco

10% (aR > 0.1)

architecture an

differences in n

to the present S

ted structure is

 

olight. 

from Hydroligh

m. 

y part of the sen

g sensor on the 

e same ω
0
 (sing

R = 0.05 m) (se

 

nd Ding when θ

on in Gordon a

omes more sig

), which provide

nd input setups

numerically sim

SBA system. To

 decomposed a

ht is generally <

nsor or the plat

surface as desc

gle scattering al

ee Fig. 3).  

θ
0
 = 30°, R = 0.0

and Ding 

gnificant and h

es a validation 

s (i.e., digitizati

mulated radiance

o easily represe

and replaced w

< 1%, 

tform, 

cribed 

lbedo) 

05 m.  

higher 

of the 

ion of 

e [19], 

ent the 

with a 



comb

suppo

 

3. 

3.1 S

Value

vario

Eq. (

bination of cyli

orting platform

 Results 

Shading effe

es of L
w
 (nadir

ous sun angles a

2), can be summ

(1) As d

incr

0.05

(2) It ap

kept

(3) The 

effec

have

for a

is ~2

inders (the con

m and rest of the

ect of the SB

r view) with an

and water prop

marized as follo

demonstrated in

eases rapidly fr

5 m). 

ppears that the 

t with an azimu

simulation stu

ct of (back)scat

e considerable 

a = 0.5 m-1, ε ch

20% increase in

ne and two rad

 structure) with

BA system 

nd without sha

erties. The shad

ow.  

n GD92, there i

rom ~10% to m

Fig. 4. Shadi

azimuth effect

uth angle < 120°

udy of GD92 fo

ttering on this s

impact on this

hanges from 15

n shading error.

diometers are re

h their measures

ading of the SB

ding error due 

is a strong depe

more than 40%

ing error of SB

is negligible as

° (i.e., keep the

ocused on case

shading effect w

shading, althou

5.7% with b
b
/a =

.  

edrew as a gro

s presented in F

BA system wer

to this SBA sys

endence of ε on

for θ
0 varied fr

A for different

 

s long as the ra

radiance senso

es dominated by

was omitted. It

ugh it is likely

= 0.15 to 19.5%

oup of cylinder

Fig. 1.  

re simulated wi

stem, which is 

 sun zenith ang

from 60° to 0° (

solar position.

diance sensor o

or in the sun sid

y absorption co

t is found that (

in general seco

% for b
b
/a = 0.3

rs) and cuboids

ith the MC cod

calculated follo

gle (θ
0
) (see Fig

(for a = 0.5 m-

 

of the SBA syst

e) (see Fig. 4). 

oefficient, wher

(back)scattering

ondary. For exa

0 (see Fig. 5), w

s (i.e., 

de for 

owing 

g. 4). ε 

1, R = 

tem is 

re the 

g does 

ample, 

which 



(4) Besi

b
b
. S

b
b
. T

not 

coef

poss

(alth

simi

whe

back

 

F

ides, as present

Shading error d

This appears to

appear as blac

fficient, adding

sibility of scatt

hough might be

ilarly as absorp

en b
b
 increases

kscattered photo

Fig

Fig. 5. Variation

ted in Fig. 6, for

decreases with t

o be a result of

ck is simply d

g scattering wi

tered photons t

e just slightly)

ption and effecti

 further, this a

ons and the sha

. 6. impact of b

n of shading err

r different θ
0
, ε

the increase b
b

the double effe

due to scatterin

ill basically lig

to light up the

the shading err

ively reduces th

attenuation effe

ading error is in

bb on shading er

ror with a and b

 

ε does not mono

for low b
b
 valu

ects of (back)sc

ng. Therefore, 

ght up the wat

shaded area by

ror. b). Backsc

he efficiency of

ect of light ex

ncreased.  

rror (ε); a =1 (m

b
b
; here b =3 x 

otonously respo

ues, then increa

cattering: a). W

for water with

ter environmen

y the cone, thu

attering at the

f photons going

xceeds the illum

m-1), b = 8 x a (

 

a. 

onse to an incre

ases with an inc

Water in daytime

h a given absor

nt, thus increas

us effectively r

same time func

g forward. Ther

mination gains 

 

(m-1) 

ase of 

crease 

e does 

rption 

se the 

reduce 

ctions 

refore, 

from 



3.2 M

As a

absor

wher

to ex

inclu

clean

wher

and K

(as pr

consi

of K
L

 

three

The e

Fig. 7

of G

omitt

Modeling th

a rule of thumb

rption coefficie

re absorption co

xtremely high c

ude the effect du

n oceanic water 

Following GD

re K
Lu

 (m
-1) is t

K
L
 (m-1) is the a

resented in Fig

Following de

ider both K
Lu

 an

Lu
 and K

L
 as K. K

Further, by lea

e sun angles, we

estimated ε bas

7), where an ov

Gordon and Din

ting the effect o

he shading e

b Gordon and 

ent, where the e

oefficient domi

concentration o

ue to scattering

and coastal wa

D92, a general fo

the attenuation 

attenuation coe

. 1, about 0.05 m

scriptions of t

nd K
L
 as functio

K can then in g

ast-square fittin

e obtained an emܭ
  

ed on the above

verall average e

ng [5], where a

of (back)scatter

error of the S

Ding [5] desc

ffect of (back)s

inates. Howeve

of Chl and/or S

g. We therefore

aters with strong

formula for the sߝ
coefficient of u

fficient for upw

m) is taken to b

the diffuse atte

ons of a and b
b

eneral be descr

ܭ
ng of the ε data

mpirical formul(ߣ)ܭ = [3.15 si
        +	[5.62 si
e K model for θ

error of 5.8% is

an overall aver

ing in the mode

SBA system

cribed that the

scattering is om

r, for waters or

SPM, such as m

developed a m

g (back)scatteri

shading error is= 1 − exp ቂ−
upwelling radia

welling radiance

be the value of R

enuation coeffi

as well as solar

ribed as: 

ܭ =	 ଵ݂(ܽ, ܾ௕, ௪ߠ
a obtained from

la for K as: in(ߠ௪) + 1.15]in(ߠ௪) − 0.23]
θ

0 
= 10°, 30° an

obtained. Also

rage error of 3

el of GD92.  

 

shading error

mitted. This is ap

r wavelengths w

many coastal an

more general mo

ing effect. 

s described as:൫ܭ௅ೠ + ௅൯ܭ ோ௧௔௡
ance (nadir vie

e in the shade.

R.   

ficient of down

r zenith angle a

௪).  

m MC simulatio

eିଵ.ହ଻௕್(ఒ) (ߣ)eି଴.ହ௔(ఒ)ܾ௕[ߣ)ܽ
nd

  
60° is compa

o shown is the e

8.1% is found

is generally a 

pplicable for w

where scatterin

nd inland water

odel aimed for a

ோ(ఏೢ)ቃ,      
ew or zenith go

In this study, th

nwelling irradi

at subsurface, a

 

ons for the wid

               .(                     (ߣ

ared with that s

estimation of ε b

for this datase

 

function of w

waters or wavele

g are significan

rs, it is necessa

applications for

   

oing) under no 

he radius of the

iance [20], we

and represent th

    

de range of IOP

                        

                        

imulated by MC

based on the fo

et, likely a res

waters’ 

engths 

nt due 

ary to 

r both 

    (5)  

shade 

e cone 

e may 

e sum 

(6)  

Ps and 

   

    (7)  

C (see 

rmula 

sult of 



Fig. 7. Estimated ε through K (Eqs. (5) and (7)) and Gordon and Ding (y-axis) .VS. calculated ε from MC (x-axis). 

 

Note that in the above evaluations and later on shading error corrections, the azimuth angle of the radiance 

sensor (ϕ) is set at 0° (as the coordinate system present in Fig. 4), since the impact of azimuth angle on the shading 

effect (as long as ϕ  is kept < 120°  from the sun plane) is negligible. 

 

3.3 Correction of shading error  

3.3.1 Overall scheme of shading correction 

An imperative step in the L
w
 measurement by SBA (and other in-water measurements) is to correct the shading 

error due to the system. As shown in Gordon and Ding’s study [5] and the above, this error depends on IOPs, sun 

angle as well as the size of the radiometer. Although the latter two can be known for any given measurement 

system and time and location, the IOPs are not handily available at the time of measuring L
w
. Here we present an 

effective scheme to derive IOPs from the shaded L
w
, and then use this IOP products to correct the shading error.  

Let's define a remote-sensing reflectance under the shading effect as 

                                ܴ௥௦௦௛௔ௗ௘ = ௅ೢೞ೓ೌ೏೐ா೏(଴ା) .                                                    (8)             

This R
rs

shade can then be related to the desired no-shade R
rs

 (R
rs

true) as: ܴ௥௦௦௛௔ௗ௘ = ܴ௥௦௧௥௨௘(1 −  (9)                                                     .(ߝ

Decades of studies [21,22] have found that R
rs

true can be modeled as a function of IOPs through  

ܴ௥௦௧௥௨௘(ߣ) = ଴.ହଶ௥ೝೞ(ఒ)ଵିଵ.଻௥ೝೞ(ఒ),                                              (10) 

with r
rs

 the remote sensing reflectance right below the surface and can be expressed as  that shown in Lee et al. 

(ߣ)௥௦ݎ  ,[23] = ݃௪ ௕್ೢ(஛)௔(஛)ା௕್(஛) + ݃௣ ௕್೛(஛)௔(஛)ା௕್(஛),                                          (11) ݃௣(ߣ) = ଴{1ܩ − ଵܩ exp ቂ−ܩଶ ௕್೛(ఒ)௔(஛)ା௕್(஛)ቃ}.                                                  (12) 

Here g
w
 and g

p
 are two model parameters for molecular scattering and particle scattering phase functions, 

respectively, while values of G
0
, G

1
, and G

2
 are constants for given light geometry and particle phase function 

[22]. Since ε is also a function of the absorption and backscattering coefficients (Eqs. (5)-(7)), the above models 

indicate that R
rs

shade is simply also a function of IOPs, therefore we may derive these IOPs from R
rs

shade spectrum 

similarly as that to derive IOPs from no-shade R
rs

.  

 We adopted the hyperspectral optimization processing exemplar (HOPE) described in Lee et al. [24] for this 

derivation. Briefly, a and b
b
  are modeled as:  ܽ(λ) = ܽ௪(λ) + ܽ௣௛(λ) + ܽௗ௚(λ),                          (13) 



ܾ௕(λ) = ܾ௕௪(λ) + ܾ௕௣(λ).                              (14) 

Here a
w
 and b

bw 
are the absorption and backscattering coefficient of pure seawater with same values used for MC 

simulation in this study. a
ph

 and a
dg

 are the absorption coefficient of phytoplankton and detritus and CDOM, 

respectively; b
bp

 is the back scattering coefficient of particles. a
ph

, a
dg

 and b
bp

 spectra are further modeled, 

respectively, as [24-26]: ܽ௣௛(ߣ) = [ܽ଴(ߣ) + ܽଵ(ߣ)ln	(ܲ)]ܲ,                                  (15)  ܽௗ௚(ߣ) = ܩ expൣܵௗ௚(440 − ൧,                                            (16)  ܾ௕೛(λ)(ߣ = (ସସ଴ఒ )ఎܾ௕೛(440),                              (17)  

In which, a
0
 and a

1
 are model constants presented in Lee [27], S

dg
 is the slope of a

dg
.  P, G, η and b

bp
(440), 

which represent a
ph

(440), a
dg

(440), slope of b
bp

 and particle backscattering at 440 nm, are four free variables to 

model R
rs

shade. To improve the performance of this scheme, an initial guess of η (η
ini

) was determined as in QAA 

version 6 (QAA_v6) [28] without considering shading error at both 440 nm and 555 nm: ߟ௜௡௜ = 2.0{1 − 1.2exp[−0.9 ௥ೝೞ(ସସ଴)௥ೝೞ(ହହହ)]}.                                                       (18) 

௥௦(λ)ݎ = ோೝೞೞ೓ೌ೏೐(஛)଴.ହଶାଵ.଻ோೝೞೞ೓ೌ೏೐(஛).                                                (19) 

Where R
rs

shade is the in-situ R
rs

 (or R
rs

shade from MC simulation). The upper and lower boundary of variation range 

of η is set as 0.5*η
ini

 and 1.5*η
ini

, respectively. 

To estimate the value of S
dg

, a referenced band at 555 nm is chosen with its relative low shading error 

(normally less than 10%) and strong signal for most cases. Based on Eq. (19), neglect of shading error will result 

less than 10% error on estimation of r
rs

(555), which has limited impact on estimation of S
dg

 (about 5%). With this 

neglect of shading error at 555nm, from Eq. (19), we have value of r
rs

(555) calculated as: 

௥௦(555)ݎ = ோೝೞೞ೓ೌ೏೐(ହହହ)଴.ହଶାଵ.଻ோೝೞೞ೓ೌ೏೐(ହହହ) .                                                                      (20) 

While at the same time, from Eq. (11), r
rs

(555) is a function of IOPs at 555nm as well: 

௥௦(555)ݎ = ݃௪ ௕್ೢ(ହହହ)௔(ହହହ)ା௕್(ହହହ) + ݃௣ ௕್೛(ହହହ)௔(ହହହ)ା௕್(ହହହ),                                          (21) 

From Eqs. (14)-(15) and (17), r
rs

(555) could be expressed as:  

௥௦(555)ݎ   = 	 ଶ݂൫ܲ, ,ܩ ܾ௕௣(440), ,ߟ ܵௗ௚൯.                                                        (22) 

Since value of r
rs

(555) is known and calculated from Eq. (20), Eq. (22) could be rewritten as: ܵௗ௚ = 	 ଷ݂൫ܲ, ,ܩ ܾ௕௣(440),  ൯.                                                                     (23)ߟ

Consequently, R
rs

shade becomes a function of four free variables P, G, η and b
bp

(440) which could be derived 

numerically through spectral optimization (Huang et al., Werdell et al.) [29,30].  

 The error function for the spectral optimization is defined as:    



ݎݎܧ   = 	 {௔௩௘௥௔௚௘(ఒ	ୀ	ସ଴଴	ି	଻ହ଴	௡௠)ൣோೝೞೞ೓ೌ೏೐_೘೚೏(ఒ	)	ି	ோೝೞೞ೓ೌ೏೐(ఒ	)൧మ}బ.ఱ௔௩௘௥௔௚௘(ఒ	ୀ	ସ଴଴	ି	଻ହ଴	௡௠)ൣோೝೞೞ೓ೌ೏೐(ఒ	)	൧ 	                           (24)  

 
Where R

rs
shade_mod is the modeled shading R

rs
 estimated through Eqs. (9)-(17), R

rs
shade is the in-situ R

rs
 (or R

rs
shade 

get from MC simulation). Subsequently ε was estimated based on the derived IOPs (Eqs. (5)-(7)). Further, from 

Eq. (9), the shading-corrected R
rs

 (R
rs

correct) became:  

ܴ௥௦௖௢௥௥௘௖௧(ߣ) = ோೝೞೞ೓ೌ೏೐(ఒ)(ଵ	ି	ఌ(ఒ)	) .                           (25) 

3.3.2 Evaluation of the shading-correction scheme 

To characterize the difference between the derived value (i.e., R
rs

correct, derived IOPs) and the true value (i.e., 

R
rs

true, input IOPs in MC simulation or IOPs in real world), NRMSE (normalized root-mean-square error) is 

employed:  

ܧܵܯܴܰ = ට∑ (௬ො೔ି௬೔)మ೙೔సభ ௡ ଵ௬ത,                                                     (26) 

where ݕො௜ and ݕ௜ are the predicted and the true value of a property (e.g., R
rs

), respectively, and ݕത is the average of 

the true value. 

Examples of R
rs

correct spectra for different Chl and SPM values obtained from the above processes, along with its 

comparison with R
rs

true spectra for θ
0
 = 10°, 30°, and 60°, are presented in Figs. 8 and 9. It is found in general the 

NRMSE between R
rs

correct and R
rs

true is under 2% for these low and high Chl and SPM waters, and for θ
0
 from 10° 

to 60°, respectively. Larger (> 15%) difference is found for wavelengths beyond 720 nm and for θ
0 as 10° (as 

shown in Fig. 8), a result of R
rs

 with high absorption (> 1.2 m-1) and under intense self-shading (> 40%, 28%, 20% 

when θ
0 = 10°, 30°, 60°, respectively). For such scenarios, the accuracy of R

rs
 is not that valuable as its application 

in ocean color remote sensing is limited. Separately, from Fig. 8, about 10% relative difference of ε is found in 

blue bands (λ = 400 – 440 nm) for several cases (Chl = 5.0 mg m-3, SPM = 0.0, 1.0 and 5.0 g m-3 when θ
0
 = 10°). 

These are simply due to a mismatch between the power-law model (Eq. (17)) used to describe the b
bp

 spectrum did 

not match the b
bp

 spectrum used in MC simulations. Consequently, larger errors in the retrieved IOPs were 

resulted, which then propagates to the estimation of ε. Nevertheless, even with such conditions, on average the 

resulted R
rs

correct (λ = 400 – 720 nm) is still within 3% (3%, 1.5%, 1% when θ
0 = 10°, 30°, 60°, respectively) of 

R
rs

true, which suggests a successful removal of the shading effects, at least for cases studied here. 
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Appendix: IOPs of each components for MC simulations 

Similar as the Hydrolight “Case-2” model setting, the IOPs input for MC simulations are divided into four parts: 

pure water, chlorophyll, CDOM and SPM.  

As mentioned previously, the IOPs of pure water are taken from Lee et al. [11], Pope and Fry [12], and 

Morel [13], respectively. For the other three constituents, the same models as those embedded in Hydrolight are 

applied.  

The IOPs of Chl is estimated by: ܽ௖௛௟(ߣ) = (ߣ)଴.଺ହ [17],                                                      (27) ܾ௖௛௟[ܮܪܥ](ߣ)∗ܽ = ହହହఒ)[ܮܪܥ](ߣ)∗0.3ܽ )଴.଺ଶ	[15].                                                    (28)                        

Where [CHL] is the concentration of chlorophyll (mg m-3). A backscattering ratio of 0.01 is assign to chlorophyll.  

 For CDOM, the absorption is calculated as presented in Eq. (4).  

 For SPM, the IOPs is determined by: ܽௌ௉ெ(ߣ) = ܽ∗ௌ௉ெ(ߣ)[ܵܲܯ],			                                                            (29) ܾௌ௉ெ(ߣ) = ܾ∗ௌ௉ெ(ߣ)[ܵܲܯ].			                                                            (30) 

Where [SPM] is the concentration of SPM in (g m-3). The value of ܽ∗ௌ௉ெ and ܾ∗ௌ௉ெ is taken from average specific 

particle absorption and scattering in Hydrolight, which could be retrieved from 

“HE5/data/defaults/astarmin_average.txt”, “HE5/data/defaults/bstarmin_average.txt”, respectively. A 

backscattering ratio of 0.03 is assigned to SPM.  

 The volume scattering function will be constructed based on the back scattering ratio [18]. 
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