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Introduction

Instrumentation

(1) WETLabs ac-9 spectral absorption and attenuation meter

(2) Sequoia Scientific LISST Laser particle sizer and transmissometer

(3) WETLabs ECOVSF three-angle volume scattering sensor

(4) WETLabs BBRT single-angle volume scattering sensor

(5) WETLabs volume flow sensors

(6) WETLabs Wetstar chlorophyll-a fluorometer

(7) WETLabs Wetstar CDOM fluorometer

Clean water source was a Barnstead three cartridge system: (1) D8904 “Organic removal cartridge,” (2) D8901 “High capacity DI,” (3) D8911 “Ultrapure w/o Dye Mixed Bed DI”; all cartridges installed before previous cruise (06/07/2005). Water input to Barnstead was from the ship’s drinking water supply (distilled and remineralized). Water output from Barnstead was typically warm, and often gassy.
Ship’s flow-through supply to the lab was coming from “seawater pump #2” ~3m below surface. Same water source flows to SBE21 TSG which was logged by the ship’s scientific computing system (SCS).

Bubbles were a major problem during the early part of the cruise – sea states around 15 feet led to very gassy flowing seawater lines. Maintaining high pressure in lines was able to alleviate this problem to a certain extent by keeping bubbles in solution (occasionally at the peril of Dell laptops).
AC-9 was installed at an angle in an effort to reduce the possibility that bubbles would accumulate on the windows if it were installed vertically. In the future, it might be better to install horizontally if there is sufficient bench space, aligned parallel to the ships centerline.

AC-9 was initially plumbed with ½” Tygon; flow into bottom of flow tubes (Y’ed) and out of top (Y’ed) and into ECOVSF horse bucket. Some AC-9 flow sleeves were leaky, especially around tubing connectors (bad epoxy). Stress on the AC-9 flow tube fitting seemed to make the leak worse. Tried using lighter silicone tubing as Y connections to flow sleeves; leak persisted but did improve. It appeared as though the leak on the A-side was injecting bubbles into the AC-9; eventually swapped out the problem flow sleeves with spares. Plumbing is shown schematically in Fig. 1.
Changes to the plumbing were made on ~8 Jan – replaced smaller green valves (no barbs) with beefy PVC valves with hose barbs since the smaller green ones were leaky and I was rather paranoid that they might fail. We didn’t have enough of the PVC valves, so the valve plumbing around the filter was modified slightly (Fig 2).
Big plumbing changes on  ~9 Jan – extended Mike B.’s manifold to accommodate the LISST and both wetstar fluorometers. 
ECOVSF (red) was installed in a horse feeding bucket, in the wet lab sink. Inflow to the bucket was at the bottom (spigot installed in the bucket), overflowing over the rim of the bucket.

Wet lab was flooded (failed silicone hose on transmissometer) sometime around ~0200 11 Jan (local). Beam transmissometers no longer logged due to failure of their Dell laptop… Eventually reconnected red transmissometer to DH-4
.

We used a large Osmonics 0.2um filter in a standard canister housing – filter appeared to work well. Filter was changed after Nuku Hiva in port (22 Feb, ~2 weeks running), and then again on 3 Feb. Took pictures of the filter for future reference; filter smelled really bad. Might be a good idea to change the filter every week…
Copper tubing made Mike B. nervous, so we didn’t use any to reduce fouling in tubes.

Clean water cals were problematic, possibly because water source was not stable (old cartridges and no UV lamp).
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Fig 1. Schematic of initial wet lab plumbing for UMaine optical instrumentation (~6 Jan).
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Fig 2. Schematic of changes to plumbing (~8 Jan). LISST and fluorometers were moved to manifold on ~9 Jan.
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Fig 3. Photo of wet lab plumbing ~10 Jan


Data Processing
Optical instrumentation were connected to a DH-4 (WETLabs) as a method to supply power and multiplex data, which were sent via RS-232 to a PC where the data were time-stamped and logged to disk.
Note that PC-Logger feature of DH4 logged PC timestamp to WAP ID 19.

Analog voltage inputs are logged by the DH4 to WAP ID 29

The following table lists the typical instrumentation connected to the DH4 during the cruise post 9 Jan. Exceptions are listed below.
	
	CONN
	WAP
	DESC
	DATA/COMM
	RATE
	NOTES

	
	
	19
	PC timestamp
	ASCII
	1 Hz
	

	RS-232
	Port 1
	21
	ac9
	BINARY 19200
	6 Hz
	

	
	Port 2
	22
	ECOVSF (red)
	ASCII
	
	A

	
	Port 3
	23
	LISST-100
	ASCII
	~1 Hz
	

	Analog
	Input 1
	29
	CHL Fluor
	
	6 Hz (?)
	

	
	Input 2
	29
	CDOM Fluor 
	
	6 Hz (?)
	B

	
	Input 3
	29
	BBRT
	
	6 Hz (?)
	A

	
	Input 4
	29
	
	
	6 Hz (?)
	


(A) ECOVSF was removed from bucket on ~31 Jan. Replaced with BBRT.
(B) CDOM fluor was replaced with Mike Behrenfeld Transmissometer (red) on 16 Jan.

The DH4 Host software (v7.03a) logged hourly files to the PC, which were then extracted using WAP (v4.17) into separate raw data files. No data merging or instrument calibration was performed by the WAP software.
The dataset has been divided into five segments:

Transect 1 – transit from Honolulu to 140W line

Transect 2 – transect south along 140W ending at Nuku Hiva

Transect 3 – transit from Nuku Hiva to 125W line

Transect 4 – transect north along 125W

Transect 5 – transit from end of 125W TAO line to San Diego, CA

Logged data files to be included in each transect are listed in eqbox0601-dh4files.xls
, separated into worksheets for each transect.

Miscellany

Ended up not using the wetlabs volume flow sensors; no good reason for not using them, besides having extra plumbing in the flow system. After dealing with bubbles, and then a flooded lab, I was concerned more with reducing the number of fittings that could possibly become failure points in the system. However, it would have been nice to have the data to assess fouling of the filter and to note changes in system flow rate…
Next time, consider putting sensors on a sampling schedule (e.g. 5 or 10 minutes per half hour). Ideally a auto-switching Y valve could be added to the system for automatic filtered samples. Seawater would be flowing through the system continuously, valve auto-switching to filter ten minutes or so per hour; optics (DH4) would wake up and sample 5 minutes every half hour or so, timed such that it captured a sample before, during, and after the filtered period.

Open question remains – what to do about backscatter? LED reflection was visible on bottom of bucket. Water was very clear. Tried to keep the sensor in a given orientation, but unsure how successful I was (clamps were badly rusted and hard to tighten). Counts were also very noisy from the ECOVSF (mean around 100-150 with about 50% deviation; didn’t seem normally distributed, rather appeared skewed towards higher counts). Other big problem was with bubble accumulation on sensor optical window. Dynamic range of the Wetlabs BBRT backscatter sensor (used in place of the ECOVSF after 31 Jan) seemed to be much more suited to clear water than the ECOVSF.
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