Chapter 6 Case Studies for the Open Ocean (~80 pp)
(Version 18: September 8, 2004)

6.1  Motivation and Purpose of Chapter

The preceding chapters have provided background information concerning bio-optical oceanography.  At this point, we are ready to discuss applications of bio-optical oceanography.  Our approach is to use case studies of several scientific problems that are being addressed using the theories and methods of bio-optical oceanography.  In the present chapter, we focus primarily on the open ocean environment.  The following chapter is devoted to the coastal ocean.  

The subtopics of this chapter include:  BOLD = 1ST DRAFT DONE
· Brief introductions to global climate change, the greenhouse effect, biogeochemical cycling, carbon budgets, and the carbon solubility and biological pumps (7pp)

· Regional and global ocean estimates of phytoplankton biomass and primary productivity (7pp)

· The seasonal cycle of bio-optical properties at open ocean mid- and high latitude sites (8pp)

· Hurricanes and typhoons as they affect ocean color, primary productivity, and sediment fluxes to the deep sea (8 pp)

· Mesoscale eddies and their effects upon the biogeochemistry of the open ocean (8pp)

· Rossby waves and their effects upon the biogeochemistry of the open ocean (8 pp)

· Monsoons of the Arabian Sea and their effects upon primary production and sediment fluxes to the deep sea (8 pp)

· Primary productivity in the equatorial Pacific Ocean: ENSO and long equatorial waves (7 pp)

· Iron fertilization studies (7 pp)

· Biological modulation of upper ocean heating (8 pp)

· Photochemistry and UV studies??? (7 pp)

It is important to emphasize that the case studies considered here represent only some of the many applications of bio-optical oceanography.  Further, all are foci of ongoing and evolving scientific research and new results will likely change our perspectives in future years.  Thus, our goal is to provide a starting point for future research studies and to emphasize the key roles of bio-optical oceanography.  It is noteworthy that the case studies considered here span a very broad range of time and space scales, involve a multiplicity of oceanic processes, and have employed virtually all of the methodologies and theories discussed in previous chapters. 

Finally, it is anticipated that a diverse cross section of readers will be more or less familiar with the physical and biological phenomena discussed in this chapter.  Thus, brief introductions to processes that have not been discussed previously in the book are provided along with recommended references at different levels of detail.  

6.2 Global Climate Change, the Greenhouse Effect, Biogeochemical Cycling, Carbon Budgets, and the Carbon Solubility and Biological Pumps (8 pp = Aug. 18, 19, 20, 23, 24)

Clearly, a large portion of modern oceanographic research has been driven by the need to understand and quantify the ocean’s role in global climate change.  The ocean is both affected by and itself affects our atmosphere on broad time scales.  Daily weather, interannual and decadal variability, and longer term climate cannot be understood or predicted without knowledge of the ocean.  Encompassing interdisciplinary oceanographic research and specific bio-optical oceanographic research efforts are contributing to better understanding of these societally important problems.  The following discussions are intended to provide brief introductions to the overarching problem of global climate change, the greenhouse effect, biogeochemical cycling of elements, carbon budgets, and the biological pump.  Readers already familiar with these topics may wish to proceed to the next section.  Those interested in more in depth development of the following summaries are directed to references provided at the end of each subsection.

6.2.1 Global Climate Change

Meteorology involves the study of the atmosphere and is thought to date back to Aristotle, who wrote the book Meterologica around 340 BC.  The meteorology of most immediate concern is called weather, meaning the atmospheric condition at specific times and places or regions.  Atmospheric weather is characterized by variables including air temperature, atmospheric (barometric) pressure, wind speed and direction, humidity (water vapor content), cloud cover, precipitation, evaporation, various gases besides water such as carbon dioxide, and visibility.  Analogous ‘ocean weather’ variables can be considered to include ocean temperature, salinity, currents, water clarity, sound speed, chemical constituent concentrations, and abundances of various marine organisms.

When atmospheric or oceanic weather variables are averaged over specified time or space scales, we can quantify so-called “averaged atmospheric weather” or “averaged oceanic weather” conditions termed climate.  Climatology is the study of long-term atmospheric and/or oceanic conditions; typically long-term means at least several years extending to over hundreds of thousands of years.  

Global climate change is often discussed in the context of the past few hundred years, because of the rapid increase in carbon dioxide and related temperature increases resulting from the burning of fossil fuels and forests and other human activities including the production of cement.  We will consider this important aspect of global climate change in the next subsection.  But, for completeness, some of the natural causes for global climate change are reviewed.  There are natural periodicities in solar insolation that arise from astronomical conditions.  In particular, Milutin Milankovich and other scientists have shown that solar insolation received by the Earth varies since the Earth’s orbit about the Sun changes (i.e., from nearly circular to more elliptical) and consequently so does the separation distance (up to about 0.2%) on the time scale of about 100,000 years.  In addition, the Earth’s axis of rotation tilts with respect to the ecliptic orbital plane containing the Sun and Earth.   The angle of tilt varies on a time scale of about 40,000 years and again causes variability in the geographic distribution of solar radiation on the Earth’s surface.  Finally, the orientation of the axis of rotation (spin axis) of the Earth itself changes (i.e., wobbles), causing more or less solar insolation on different portions of the Earth’s surface.  Modulation periods resulting from the wobble and changes in orbital eccentricity are about 23,000 and 19,000 years.  Thus, the dominant natural (meaning astronomically-based and uninfluenced by human intervention) or Milankovich cycle periods are thus approximately 100,000, 40,000, 23,000, and 19,000 years.  Interestingly, geological terrestrial and oceanic data generally support the Milankovich theory, though some questions do remain (e.g., Broecker and Denton, 1990).  SHOW SOME DATA IN FIGURE 6-1 (FROM C and D).  In particular, fossil oceanic mud core samples of microscopic organisms and deep ice core data have been used to test the Milankovich theory (e.g., Philander, 2001; Ruddiman, 2001).  Fascinating studies of various climatic mechanisms and feedbacks have been reported but are beyond the scope of this summary. 

Man’s influence on weather and climate is one of the most important issues facing natural as well as social and political scientists.  Most modern research suggests that mean global temperature is presently rising based on several lines of evidence and diverse data types.  Estimates of surface temperature increases of 0.6 0C (1.10F) during the past century appear to be quite credible.   Further, there is strong correlation of increasing levels of radiatively active gases, called greenhouse gases, and global mean temperature.  Correlation does not prove causation, but research is indeed suggesting a major climatic role for greenhouse gases and their oceanic cycling, exchanges, and transports as described below and in the following references.  

Some of the hypothesized oceanic consequences of global warming include increased sea level, modifications of the marine ecosystem and population dynamics, and pH changes leading to destruction of coral reefs.  The ocean’s role in global climate change is complex and much of our capability for predictions of future global climate relies upon relatively short time series records that are assumed to be applicable to longer time scales and upon accurate coupled ocean-atmosphere numerical models.  It is important to note that bio-optical oceanography and biogeochemical oceanography are now considered to be critical to global climate change research.   

More detailed information on global climate change can be found in Trenberth (1992) Houghton (1997), Philander (1998), Ruddiman (2001), Feely et al. (2004), Sabine et al. (2004), Takahashi (2004), and Chamberlin and Dickey (2006).

6.2.2 The Greenhouse Effect

The mechanics of our planetary system and their individual bodies are beyond the influence of humankind, however, the gaseous and particulate makeups of our atmosphere are not.  In particular, growing human population and industrialization since the late 1700’s have led to rapid reductions in forests and increased release of so-called greenhouse gases and aerosols.  In this subsection, we briefly outline some of the salient points concerning the greenhouse and particulate effects, which have driven a sizable portion of bio-optical and biogeochemical research over the past few decades.

The name greenhouse effect derives from the concept of a greenhouse, which is used for growing plants.  A greenhouse is usually built of glass or plastic so that the incident shortwave radiation (including visible light) from the Sun (GIVE RANGE OF WAVELENGTHS AGAIN HERE) effectively penetrates through the glass or plastic with conversion of the electromagnetic energy to heated objects within the greenhouse.  The heated objects, via blackbody radiation, in turn emit electromagnetic energy at longer infrared wavelengths (GIVE RANGE OF WAVELENGTHS AGAIN HERE).  The glass or plastic surface is essentially opaque to outgoing radiation at these longer wavelengths and heat is thus trapped within the greenhouse.  The same effect occurs within automobiles and houses with large glass windows.  Greenhouse gases, similar to the greenhouse glass or plastic, have the property of allowing passage of shortwave radiation, but absorb longer wavelength radiation.   Some of the key greenhouse gases, in increasing order of heating effectiveness per molecule, include carbon dioxide (CO2), methane (CH4), nitrous oxide (N20), ozone (O3), and chlorofluorocarbons (CFC’s).  In addition, naturally occurring water vapor (H20) is a greenhouse gas that has presumably not changed in abundance appreciably even since the Industrial Revolution, which began in the late 1700’s.  

Generally, the term greenhouse effect has a negative connotation.  However, if there were no greenhouse gases in the Earth’s atmosphere, the average temperature would be a bone chilling –180C!  So, the greenhouse effect is not necessarily a bad thing.  Rather, the human perturbation of the global concentrations of greenhouse gases is cause for concern.  Carbon dioxide (CO2), though not the most potent nor even the fastest increasing of the greenhouse gases listed above, is the most commonly discussed.  Carbon dioxide is often the central topic of climate related research because its relative contribution to the greenhouse effect (combined effects of radiative efficiency and concentraton) is thought to be about four times greater than second place methane and to account for about 60% of the total greenhouse effect.  David Keeling’s now famous time series of atmospheric carbon dioxide concentration of the relatively pristine environment at Mauna Loa Observatory on the Big Island of Hawaii is shown in Figure 6-2 along with earlier estimates dating back to ???.  The time series shows one peak and one trough per year reflecting the seasonal cycle in plant photosynthesis (consumption of CO2) and respiration (release of CO2) of the Northern Hemisphere.   

Interestingly, the concentration of CO2 oscillated between levels of about 200 and 280 parts per million (ppm) for 400,000 years preceding the Industrial Revolution, which began in the late 1700’s.  So the drama of the Mauna Loa time series lies in the rapid increase in CO2, which began during the Industrial Revolution.  More specifically, CO2 concentrations were about 280 parts per million (ppm) in 1800 and rose to a staggering 380 ppm in 2004; this translates to an increase of over 35% over about 200 years.  Further increases in CO2 as well as other greenhouse gases appear imminent, as the world population and industrialization show no signs of leveling off. 

Particulate materials, called aerosols are also introduced into the atmosphere through both natural and anthropogenic means via eruption of volcanoes, erosion of land (sand and dust), sea spray and breaking bubbles, internal combustion engine exhaust, and burning of various materials such as coal, trees, and industrial compounds.  Depending on the aerosols’ buoyancies and sizes, they can reside in the atmosphere for varying lengths of time and can be transported over long distances in some cases.  For example, extreme effects such as cooling can result from volcanic eruptions as was the case for Mount Pinatubo, which erupted in YEAR? and likely caused a reduction in the rate of global temperature increases by blocking incident solar radiation.  Some aerosols, fog, and clouds can both reduce incoming solar radiation and trap outgoing longwave radiation.  So, the role of water vapor and aerosols in climate change remains one of the important areas of research.   

More background information concerning the greenhouse effect and aerosols and their climatic implications may be found in Houghton (1997), Philander (1998), Ruddiman (2001), Feely et al. (2004), Sabine et al. (2004), Takahashi (2004), and Chamberlin and Dickey (2006).

6.2.3 Biogeochemical and Carbon Cycling

The subdiscipline of global biogeochemistry has emerged to a large extent because of the growing concern that increasing levels of carbon dioxide (CO2) are causing rapid climate change.  Both atmospheric and oceanic media are being studied in the context of biogeochemical cycling and elemental budgets. Our focus here is upon the ocean side of the air-sea interface.  Much of the oceanic research concerning carbon dioxide during the past two decades was done as part of the international Joint Global Ocean Flux (JGOFS) program (see overview articles in Oceanography, 14(4), 2001, Fasham, 2003; several special JGOFS volumes of Deep-Research II ).  A central goal of JGOFS was to improve our understanding of the processes that have been hypothesized to control the temporal and spatially varying fluxes of CO2 across the air-sea interface and within the ocean interior.  In addition, JGOFS research was intended to set the stage for future sustained measurement and modeling programs that would be valuable for studying and predicting the oceanic and atmospheric (including climatic) response to anthropogenically produced perturbations.  JGOFS was a highly interdisciplinary program that considered the interactions of physical, chemical, biological, and geological processes with global climate change implications underpinning the research efforts.  Regional process studies, time series programs, and global surveys were all essential elements of JGOFS.  Interestingly, time scales from minutes to over a decade and spatial scales from tens of meters to the global-scale were observed, though not concurrently.  Several examples of JGOFS research are highlighted in this chapter, particularly in the context of utilization of bio-optical methodologies and models.

One of the overarching problems of biogeochemical oceanography is to estimate and constrain global estimates of the uptake and storage of naturally occurring and anthropogenically-produced CO2.  Policy and regulatory decisions concerning greenhouse emissions cannot be objectively made without such information and credible predictive models.  Feely et al. (2001) report that CO2 release from human activities including fossil fuel consumption and the burning of forests produces about 7 petagrams of carbon per year (note that 1 petagram of carbon or Pg C = 1 X 1015 g C).   They indicate that about 3 Pg C accumulates in the atmosphere annually and that the remaining 4 Pg C are stored within the ocean and the terrestrial biosphere.  A major research goal is to develop a well-constrained carbon budget.  Global ship survey data (using naturally occurring elements and tracer elements) obtained during the World Ocean Circulation Experiment (WOCE) and JGOFS have been used to accomplish this goal as discussed by Feely et al. (2001, 2004), Sabine et al. (2004), and Takahashi (2004).  Some of the key results of these collective studies follow:

· The ocean is estimated to hold approximately 93% of the Earth’s carbon because CO2 reacts with seawater to form carbonic acid and related dissociation products like bicarbonate and carbonate ions. 

· The global oceanic sink for anthropogenic CO2 is 118 +/-19 petragrams of carbon for the period 1800 to 1994

· The ocean has acted as a sink for about 48% of the anthopogenic fossil fuel and cement manufacturing emissions of CO2 from 1800 to 1994

· The terrestrial biosphere was a net source of CO2 to the atmosphere (39 +/-28 petragrams of carbon) from 1800 to 1994 

· Within the past few decades, about ½ of the released into the atmosphere remained there, while about 30% went into the ocean and 20% went into the terrestrial biosphere 

· The ocean appears to be storing about 1/3 of the CO2 that it can be expected to store in the long term

· The ocean may have the capacity to take up as much as 85% of the anthropogenic CO2 over millennial time scales

· Significant effects should be expected upon ocean and atmospheric chemistry (i.e., pH, carbonate chemistry) and ocean ecosystems over time scales of many centuries to millennia.  

The urgency of the anthropogenic CO2 problem is underscored by the an Intergovernmental Panel on Climate Change report, which suggests a doubling of CO2 with levels of atmospheric CO2 reaching well over 800 ppm by the end of the 21st century (Prentice et al., 2001)).  Such values would likely reduce pH values by about 0.4 pH units in surface waters and cause significant effects on plankton and the food chain and coral reefs (Feely et al, 2004)..  

Additional readings on the topic of global and regional biogeochemical, carbon cycling and carbon budgets and inventories include: Oceanography, 14(4), 2001, Feely et al., 2001 (TOS), and Fasham, 2003, Follows and Oguz, 2004, Sabine et al. ,2004, Feely et al., 2004, Takahashi et al., 2004, Field and Raupach, 2004; Oguz and Follows (2004), Chamberlin and Dickey, 2006, ADD JGOFS WEBSITE??

6.2.4 The Carbon Solubility and Biological Pumps
The oceans are responsible for controlling atmospheric concentrations of CO2 on the long geological time scale.  Dissolved inorganic carbon (DIC) is about fifty times more plentiful in the ocean than in the atmosphere.  The reason for the high carbon capacity of the ocean is explained by its carbon chemistry.  The dissolution of CO2 in ocean waters can be expressed through the following chemical equilibrium reaction: 



CO2 + H2O + CO32- (( 2 HCO3-  


(6-1)

where CO32- and HCO3- are the carbonate and bicarbonate ions.  Dissolved inorganic carbon (DIC) is the sum of CO2, CO32-, and HCO3- and the percentages of DIC are 1 % for CO2, 8% for CO32-, and 91% for HCO3-.  Importantly, CO2 is the only one of the three that can be exchanged across the air-sea interface.  

The concentration of a particular gas in equilibrium with the atmosphere is eqil to the ratio of the partial pressure of the partial pressure of the gas in the atmosphere and Henry’s Law constant for the given gas (Cgas = pGas/KH).  The units of KH can be written as mole fraction of the gas in the gas or liquid phase.  The flux CO2 of across the air-sea interface is controlled in part by the difference in the concentration of CO2, defined as 



CO2 = (CO2)air – (CO2)water    


(6-2)

The other primary controlling factors are turbulent mixing and breaking of bubbles in the vicinity of the air-sea interface.  The flux of CO2 across the air-sea interface is often expressed with a formula (Fick’s First Law of Diffusion) of the form (e.g., Scranton and de Angelis, 2001) 



F = KCO2 [(CO2)air – (CO2)water]


(6-3)

where the carbon dioxide gas exchange coefficient KCO2 is called a piston velocity and is dependent upon the wind speed, molecular diffusivity of CO2, and the laminar layer thickness at the air-sea interface (e.g., see Scranton and de Angelis, 2001; Wanninkhof et al., 20??).      

The surface seawater partial pressure of carbon dioxide, pCO2, is dependent upon factors including: temperature, salinity, total carbon dioxide (CO2), alkalinity, mixing, gas exchange, and primary production.  In particular, cooling of seawater reduces surface pCO2, phytoplankton blooms cause CO2 uptake and reduce surface  pCO2, and entrainment or upward mixing and advection of CO2 -rich deeper waters causes increased surface pCO2.  These various complex, competing, and sometimes counteracting effects are at the heart of the question of uptake or outgassing of CO2 by the ocean. However, on average and at the large scale, CO2 is taken up by the ocean in temperate and high latitude regions and outgassed (effluxed) in the tropics as summarized in theglobal  latitudinal distributions of sea-air flux in Figure 6-3 (after LeQuere and Metzl, 2004).  Note that negative values in the Figure 6-3 indicate CO2 flux into the ocean and positive fluxes are into the atmosphere.  The data used to compile Figure 6-3 are necessarily averaged over large spatial areas and the synthesized data were collected during different seasons and years.  Variability of pCO2 in time and space is nicely summarized by LeQuere and Metzl (2004).  Some of the key points concerning pCO2 variability follow:

· Seasonal variations in pCO2 are largely controlled by temperature changes in subtropical regions, but by biological productivity and winter mixing at high latitudes (e.g., above 500S)

· Interannual variability in pCO2 remains poorly constrained on a global scale, but ENSO events are evident in equatorial Pacific time series records

· Effects of long-term, climatic changes in pCO2 upon marine ecosystems remains uncertain

· Future interdisciplinary observations and models including biological, chemical, and physical processes will be critical to quantify pCO2 variability and ultimately global carbon budgets at time scales from event to climate scales.

We will return to the issue of the high degree of variability in space and time event-scale phenomena and CO2 fluxes later when we discuss hurricanes.  

Dissolved inorganic carbon (DIC) generally has higher concentrations below the upper layers of the ocean although the upper part of the water column is in equilibrium with the atmosphere to first order.  This vertical gradient results from two processes: the carbon solubility pump and the carbon biological pump.  Again, cooler water is capable of holding more dissolved CO2 than warmer water; note that cold deep ocean waters can hold more than twice that of the equatorial surface waters.  Since the upper portion of the water column is warmer than deeper layers, greater dissolved CO2 levels are expected.   The solubility pump is essentially driven by sinking of dense high latitude waters through thermohaline circulation and thus enrichment of deeper waters in carbon.  In summary, the solubility pump involves dissolved inorganic carbon (DIC) and can be considered a physically driven pump.

The biological pump involves organic matter including both particulate organic carbon (POC) and dissolved organic matter (DOC).  dissolved, which encompasses not only biological, but also physical and chemical processes, is considerably more complex and involved than the solubility pump and has been one of the major foci of biogeochemical studies including JGOFS.  A schematic diagram illustrating some of the biological, chemical, and physical processes that are elements of the carbon biological pump is shown in Figure 6-4 (after Bishop, 19??).  Living phytoplankton primarily dwell in the upper layer of the ocean, namely the euphotic zone and utilize light, plant nutrients, and CO2 in forming organic material via photosynthesis.  Most of the organic matter is metabolized and thus used for life maintenance.  However, roughly 20% of the organic matter (in forms such as detritus and dead tissues) of the euphotic layer sinks to the deep sea.  Organic matter is transported via migrating organisms and physical advection and sinking, broken up and reaggregated (marine snow), consumed/grazed upon, decomposed, repackaged and excreted, and transformed through the foodweb by means of many different involved biological processes and cycles including microbial loop.  The processes take different forms at the various depths as material makes its way toward the ocean bottom.  Some materials reach the seafloor while others are transformed or remineralized on the way.  In particular, biological pump pathways include both dissolved organic carbon (DOC) molecules and particulate organic carbon molecules (POC).  The organic matter in the form of DOC and POC is ultimately converted back into DIC and CO2 through a process called remineralization.  Carbon is generally transported to the deep sea via the biological pump and this generally one-way trip can be considered as carbon export production.  Again, CO2 can be returned to the surface layers of the ocean through entrainment and mixing and by currents and vertical advection of deeper water masses.   The biological pump system can thus be considered as a balance of both biological carbon production and physical transport.  

There is a variety of important links between bio-optical oceanography, biogeochemistry, physical oceanography, and the two carbon pumps.  Phytoplankton, which reside at the bottom of the foodweb or food chain, are key to the biological pump. Next up in the food chain, secondary producers including zooplankton are important as they graze upon the phytoplankton, excretes ammonia and yield detrital materials.  The determination of primary productivity, and thus the rate of building of plant tissue through photosynthesis, is one of the cornerstones of quantifying the biological pump’s role in carbon flux.  In terms of the elemental chemistry, phytoplankton use inorganic materials including nitrate, phosphate, and silicate as well as trace elements like iron for use in making lipids and other organic compounds via photosynthesis.  Phytoplankton are dependent upon photosynthesis and thus the availability of light, which varies spectrally and in intensity with depth and optical water properties as well as incident solar radiation at the sea surface.  Further, phytoplankton have different capabilities for utilizing and adapting to light fields because of pigmentation and photophysiologies.  Importantly, the subsurface light fields vary greatly in time and space, especially with depth, so the photosynthetic process, primary productivity ad biological pump itself are interdependent with intricate feedback mechanisms.  The importance of the determination of local, regional, and global primary productivity and its temporal variability cannot be overemphasized.  

The significance of the biological pump for the JGOFS program were summarized by Ducklow et al. (2001) as follows:

· Oceanic biological and physical processes controlling the air-sea CO2 balance are key factors in the Earth’s climate system

· The biological pump’s efficiency, meaning the amount of carbon exported from the upper layer divided by the amount produced via photosynthesis, is controlled by foodweb processes

· The biological pump efficiency and related carbon export processes can be monitored and understood using several complementary observational and modeling approaches and activities (e.g., process studies, long-term time series, global surveys)

It is now accepted that the biological and solubility pumps together contribute significantly to the levels of carbon dioxide at various depths in the ocean and within the Earth’s atmosphere (e.g., Sarmiento 1993).   Research is suggesting that diatom phytoplankton may be responsible for much of the variability in the export of carbon to the deep sea.  Also, bacteria and dissolved organic matter play important roles in the biological pump and their measurements are important.  Trace elements are likely important in high nutrient, low chlorophyll (HNLC) regions.  In addition, biological pump processes vary greatly in time and space and design and interpretation of sampling methodologies need to be done with care.    Suggested references for further reading about the biological and solubility pumps include Volk and Hoffert (1985), Bishop (1989), Mann and Lazier (1991), Ducklow et al. (2001), Le Quere and Metzl (2004).

6.3 Regional and Global Estimates of Phytoplankton Biomass and Primary Productivity (7 pp = Aug. 25, 31, Sept. 1, 2, 3, 6)

There has been great interest in deriving regional and global estimates of phytoplankton biomass, rates of primary productivity, and biogeochemical (i.e., carbon) fluxes for several decades (e.g., Sverdrup et al., 1953; Koblentz-Mishke, 1965; Koblentz-Mishke et al., 1971; Lewis, 1992; Longhurst et al., 1995).  These quantities are important for understanding the ecosystems of the ocean, fisheries, population dynamics and regime shifts, the biological modulation of solar penetration of light and upper ocean thermodynamics, carbon budgets, and global climate change.  Early estimates of regional and global phytoplankton biomass and primary productivity were based on sparse ship-based sampling, often in different seasons and years and missing large portions of the world ocean.  However, the development of ocean color remote sensing satellites, as discussed in Chapter 4, has enabled unprecedented views and analyses of distributions of ocean color products including phytoplankton biomass and primary productivity (e.g., Lewis, 1992; Longhurst et al., 1995; Yoder et al., 2001).  Several of the remote sensing algorithms and models employed to derive biomass and primary productivity were discussed in previous chapters, so here we focus on some of the results of regional and global analyses and modeling efforts.

Satellite-borne ocean color imagers represent a remarkable breakthrough for biological oceanographers as synoptic views of the global ocean’s surface and near surface waters can be obtained.  Again, subtle changes in ocean color can be translated in estimates of chlorophyll a and phytoplankton biomass and since these quantities and the available incident light field (also available via satellite sensors) correlate well with primary production, basic models can be used for regional and global estimates of primary production.  One of the important research efforts to estimate global primary production via ocean color satellite data was reported by Longhurst et al. (1995), who also review earlier research in this area.  They utilized monthly-mean chlorophyll a data derived from the satellite-borne Coastal Zone Color Scanner (CZCS) for the period of 1979-1986 and a model to produce the first global computation of ocean primary production using remote sensing (Figure 6-5).  The model used information concerning subsurface distributions of chlorophyll, parameters describing photosynthesis-light relationships, and sun angles and cloudiness.  A total of 57 biogeochemical provinces were specified.  Longhurst et al. (1995) outline the inherent deficiencies of the CZCS data set and their affects on estimates of primary production.  These include poor precision of retrievals of chlorophyll (35% or less), color algorithm deficiencies in coastal regions with high particulate loading and CDOM, and sporadic coverage as the sensors were not always recording data.  Recall that the CZCS was designed more for coastal observations and the fact that CZCS data have been used so successfully for global studies is quite remarkable (e.g., Feldman et al., 1989).   The Longhurst et al. (1995) computations of global primary production included:

· An algorithm for computing water column integrated primary production

· Global CZCS surface chlorophyll data (comprehensive and monthly)

· Parameters for photosynthesis-light (P vs. E) relationships for chlorophyll profiles

The global estimates of total primary production by Longhurst et al. (1995) were 44.7 to 50.2 Gt C year-1 and were generally consistent with contemporary estimates based on 14C data sets. 

Global estimates using satellite data and models have been made for net primary productivity (e.g., NPP, meaning photosynthetically fixed carbon which is not respired by plants and is in turn available for the first heterotrophic level).  Such models were discussed in the previous chapter.  SeaWiFS estimates of surface chlorophyll a for the period November 1997- October 1999 have been used to compute average values for the austral (SH) summer (boreal (NH) winter, December to February period) and for the boreal (NH) summer (austral (SH) winter, June to August) as shown in Figure 6-6.   Some of the results of global estimates of water column (depth integrated) NPP, or NPP using the Behrenfeld et al. (2002) PhotoAcc model (discussed in previous chapter) as applied to these same SeaWiFS satellite ocean color data are illustrated in Figure 6-7 for the austral (SH) summer and the boreal (NH) summer (austral (SH) winter).  The primary production results shown in Figure 6-7 differ somewhat from those obtained using an earlier primary production model described by Behrenfeld and Falkowski (1997a), which illustrates the evolving nature of bio-optical oceanography and its applications.

Some general observations concerning physical and biological conditions are now presented.  Global maps of sea surface temperature distributions for the 2004 northern hemisphere winter and summer months of February and July, respectively, are shown in Figure 6-8.  Sea surface and upper ocean temperatures are affected by air-sea interaction, mixed layer and thermocline depths, incident and penetrating solar radiation, heat exchanges and transports, vertical and horizontal advection of differing water masses, vertical mixing, and entrainment of deeper waters.  Variability in sea surface temperature occurs periodically (e.g., diurnal and seasonal insolation cycles) and episodically (e.g. passages of synoptic weather patterns, hurricanes, and typhoons as well as mesoscale eddies, monsoons, planetary scale waves, interdannual and decadal phenomena such as El Nino-Southern Oscillation (ENSO), North Atlantic Oscillation (NAO), and Pacific Decadal Oscillation (PDO)) and geographically (e.g., due to astronomical and Earth dynamical effects such as the tilt of the Earth’s axis with respect to ecliptic plane, relative distance from Earth to Sun, etc.).  Inspection of regional and global maps of sea surface temperature provides some clues for the regional occurrence of elevated levels of phytoplankton biomass using ocean color ratios or the proxy chlorophyll a and indirectly primary productivity using models.  

It is useful to take a few moments and compare the distributions of sea surface temperature, chlorophyll a, and primary productivity (see Figures 6-6 through 6-8).  Some of the coarse patterns and correlations include: 

· Sea surface temperature generally decreases with increasing distance from the equator (i.e., solar insolation effect)

· Waters off east coasts of continents are generally warmer than those off west coasts (western boundary currents (i.e., Gulf Stream and Kuroshio).  Cooler waters are seen off west coasts (i.e., upwelling effects and eastern boundary currents (California and Canary Currents))

· Higher levels of phytoplankton biomass (i.e., using chlorophyll a as the proxy) and primary productivity are generally observed in coastal regions (i.e., where upwelling occurs) than in the oligotrophic open ocean (i.e., convergent gyres)

· Phytoplankton biomass and primary production are generally higher in equatorial regions than mid-ocean gyres, because of equatorial upwelling of nutrient rich waters and high light exposure

· Greater seasonal changes in sea surface temperature, chlorophyll a, and primary productivity are evident in mid- to high latitude environments.  

The first order explanations for these patterns and correlations are fairly straightforward.  For example, large seasonal changes in upper ocean mixing and sea surface temperature occur where solar insolation and wind forcing vary the most – namely at mid- to high latitudes.  Also, cooler surface waters often correlate with upwelling of with higher levels of plant nutrients required for primary production.  The fundamental principles are sound and in many cases applicable on a variety of time and space scales, but there are many regional and temporal nuances and subtleties that are important as we shall see in this and the following chapters.  In particular, there are numerous interacting processes acting over all three spatial dimensions and time with scales ranging over ten orders of magnitude; biological processes involve complex trophodynamics and behaviors; and the coupling of physical, chemical, and biological mechanisms is most challenging.  Nonetheless, even first order regional and global estimates of phytoplankton biomass and primary productivity are valuable.  

Refinements of regional and global measurements and models of phytoplankton biomass and primary productivity will continue to be key areas of bio-optical and biogeochemical research in the future since they are central to so many critical ocean and climate problems.  Suggested references for further reading concerning regional and global primary production include Longhurst et al. (1995), Behrenfeld et al. (2002), Dickey and Falkowski (2002), and Chamberlin and Dickey (2006)
6.4  Seasonal Cycle of Bio-optical Properties at Open Ocean Mid- and High Latitude Sites  (8 pp = Sept. 7, 8, 9, 27, 28)

The previous subsection has suggested the importance of the seasonal cycle in the variability of phytoplankton, chlorophyll a, and primary production based on the satellite ocean color data sets.  There are several interesting aspects that bear on our discussions of the seasonal cycle.  For example,

· Much of what we know about the biology of the ocean and its relationship to the physical and chemical environment has resulted from interdisciplinary studies of the seasonal cycle 

· The seasonal cycle has been used for many interdisciplinary models

· Episodic and high frequency phenomena (e.g., hurricanes, internal gravity waves) have been generally excluded from consideration for analyses and models of the seasonal cycle, primarily because of lack of high temporal resolution data and computer limitations 

· One-dimensional models have been generally used for seasonal cycle models

· Three-dimensional observational and modeling capabilities are improving rapidly – opportunities for understanding the roles of episodic wind forcing and mesoscale eddy passages upon the seasonal cycle are accelerating

In this subsection, we consider time series data sets, which have been collected for at least a few months to a year or more.  Some of the data sets have been obtained using instruments sampling at intervals of a few minutes to roughly one to two hours while others have been collected bi-weekly to monthly.

The diurnal and seasonal cycles of oceanographic variables have been of considerable interest for oceanographic studies for several decades.  These cycles are attractive for study for a variety of reasons.  For example, the dynamic ranges of variations are generally great enough to be relatively easily measured, the atmospheric forcing and oceanic responses are fairly regular, and the time scales are amenable for both observations and model simulations.  We focus here upon the seasonal cycle as the diurnal cycle and phenomena with time scales less than a day are treated in a later subsection. 

The study of the seasonal cycle requires time series data sets.  Many of the past seasonal research activities have used oceanographic data collected from ships.  For example, Ocean Weather Station (OWS ships) collected data at selected ocean sites such as OWS Papa in the North Pacific (GIVE COORDINATES) and OWS India in the eastern North Atlantic (GIVE COORDINATES) in the 1950’s through the 1980’s CHECK THESE DATES (GIVE  A REFERENCE FOR HISTORIC PERSPECTIVE OF OWS’S).   Data collected from OWS ships included meteorological variables, hydrography including temperature, salinity, and some chemical and biological profiles. Much of our early knowledge of seasonal dynamics and development of analytical models of the mixed layer and thermocline can be traced back to OWS data sets.  The OWS program was valuable for longer term studies of trends as well, but eventually succumbed to budgetary constraints.  There remain only a few long-term, ongoing time series efforts that extend back to the 1950’s and 1960’s.  

Bermuda Time Series Programs

In the next few paragraphs, we outline some of the research programs that have been instrumental in moving our knowledge of seasonal variability forward.  Then, we consider examples of relevant bio-optical, biogeochemical, meteorological, and physical data sets and their interpretation.  One of the exceptional efforts to obtain long-term hydrographic data was initiated about 26 km southeast of Bermuda (Figure 6-9) by Henry Stommel of Woods Hole Oceanographic Institution (WHOI) in 1954 (e.g., see Michaels and Knap, 1996; Joyce and Robbins, 1996; Talley et al., 1996).  The island of Bermuda provides excellent access to the deep ocean and has been the home of the Bermuda Biological Station for Research (BBSR) – a launching pad for deep-sea research since 1903.  Stommel recognized the value of long-term measurements at specific ocean sites and began sampling at the site to be called Hydrostation S; Hydrostation S has also been known as the Panularis Station in honor of two ships, R/V Panularis and R/V Panularis II, which were used for sampling at the site.   Hydrostation S data continue to be collected thanks to heroic efforts on its behalf by oceanographers (i.e., Tony Knap) who are dedicated to time series research.  Hydrostation S data have been used extensively for seasonal, interannual, and longer term studies (references given in Michaels and Knap, 1996).    

Biological seasonal cycles, namely for phytoplankton and zooplankton, at temperate to high latitudes have been of interest since the 1920's.  Mann and Lazier (1991) present an historical development of explanations for these cycles.  Some of the classic studies of biological seasonal cycles were reported by Menzel and Ryther (1960a, 1961a), who collected light, nutrient, chlorophyll, and primary productivity data from the Sargasso Sea off Bemuda.  Interestingly, several other oceanographers also explored biological seasonality problems in the late 1950’s through the early 1960’s (see Michaels and Knap, 1996; Steinberg et al., 2001).  Werner Deuser (WHOI) founded the Ocean Flux Program (OFP) in 1976 in order to study seasonal and long term variability in deep-sea particles and their fluxes using moored sediment traps south of the Hydrostation S site.  Later the site was shifted to location about 75 km southeast of Bermuda (Figure 6-9) in an effort to minimize island influence upon records.  The program, which is the longest running of its kind for the world oceans, continues under the direction of Maureen Conte (Amrine Biology Laboratory, MBL, and BBSR) and is described in detail by Conte et al. (2001).  Sediment samples are collected at depths of 500-, 1500-, and 3200-m depths on a bi-weekly basis (earlier data are bi-monthly).   Important atmospheric (i.e., aerosols, chemical constituents) time series data have also been collected from a tower located on the island of Bermuda since the early 1980s (e.g., Jickells et al., 1982; Conte et al., 2001).  These data are important for both air-sea flux information for biogeochemistry and atmospheric pollution.         

The Bermuda Atlantic Time-series Study (BATS; see Michaels and Knap, 1995; Steinberg et al., 2001) was established as part of the U.S. JGOFS program in 1988 and is located at 310 50’N, 640 10’W).  The BATS program, which continue today, utilizes multi-disciplinary ship-based sampling near the OFP sediment trap mooring site (Figure 6-9).  A broad suite of biological, optical, chemical, and physical data are obtained by BATS researchers (e.g., see Table 1 in Steinberg et al., 2001).  The overarching objective of the BATS program is to characterize, quantify, and understand processes that control ocean biogeochemistry, especially carbon, on seasonal to decadal time scales.  BATS ship sampling is done monthly and every two weeks during the springtime.  Ship-based optical profiles (sampling done in conjunction with BATS) and remotely-sensed ocean color data have also been obtained at the BATS site since 1992 by the Bermuda Bio-Optics Program (BBOP; e.g., Siegel and Michaels, 1996; Siegel et al., 2001).  One of the major accomplishments of the BBOP activity has been to demonstrate the importance of colored dissolved and detrital material (CDM) for biogeochemistry and remote sensing of chlorophyll in the open ocean (e.g., Siegel and Michaels, 1996).  

The Bermuda Testbed Mooring (BTM; Dickey et al., 1998a, 2001a) was begun in 1994 near the BATS and OFP sites in order 1) to autonomously collect high frequency (time scales of tens of minutes to a few hours) data for studies and models of upper ocean biogeochemistry and physics, 2) to develop and test new multi-disciplinary sensors and systems, and 3) to provide validation data for satellite ocean color imagers including SeaWiFS.   The BTM is used to routinely obtain high resolution time series of surface meteorological and optical variables and subsurface currents, temperature, salinity, chlorophyll fluorescence, several inherent optical properties (IOPs) and apparent optical properties (AOPs) at multiple depths.  In addition, collaborating scientists have deployed emerging sensors and systems for the measurement of atmospheric aerosols, dissolved oxygen, pCO2, trace elements, and primary production using serial 14C incubations.  BTM measurements are especially important to elucidate processes with time scales of less than a few weeks (e.g., eddies, wind-events, hurricanes, transient blooms – all discussed later), which cannot be resolved with monthly or bi-weekly shipboard observations.  The BTM has provided in situ data for validating ocean color data derived from the SeaWiFs color sensing satellite as well (e.g., Dickey et al. (2001; Kuwahara et al., 2005).  Other platforms have also been used to obtain data near the BATS/OFP/BTM sites.  These have included drifters, profiling floats, moored profilers, an autonomous underwater vehicle (Griffiths et al., 2001), and satellites for sea surface temperature, color, wind vectors, and altimetry.  Also, a ship-of-opportunity program is conducted between Bermuda and the east coast of the U.S. (Rossby, 2001).  Most of the platforms described in Chapter 3 have been deployed off Bermuda, although not all simultaneously.  Consequently, the multi-platform approach for obtaining 4-dimensional data sets in the open ocean has been shown to be quite feasible (Dickey, 2003).  

The BATS/OFP/BTM programs have a near equivalent in the North Pacific, namely the Hawaii Ocean Timeseries (HOT) program described by Karl et al. (1996, 2001).  We will be discussing aspects of this program later.  Also, other relevant high resolution time series studies have been conducted in the North Atlantic (Biowatt -  e.g., see Dickey et al., 19??; Marra et al., 19??; Marine Light in the Mixed Layer (MLML) – see Dickey et al., 19??; other refs).  For convenience, we focus our discussion of the seasonal cycle of bio-optical and biogeochemical here upon the Bermuda region and will provide some comparisons with results from other sites in a later discussion.

The oceanic setting for any time series program needs to be carefully understood in order to properly interpret seasonal as well as shorter and longer term variability.  The choice of time series sites has often been dictated by the desire to minimize spatial and advective effects – in other words, to maximize the importance of one-dimensional (vertical) and temporal variability.  This is logical because of the overpowering burden of sampling and modeling fully three-dimensional processes.  As time has gone on, oceanographers have become more aware and mindful of the importance of three-dimensional effects.  Nonetheless, many advances in analyses and models have been enabled via one-dimensional approaches.  The selections of the BATS and HOT sites for biogeochemical, biological, optical, and physical studies involved several common criteria:

· Ready ship access to deep ocean water to approximate open ocean, pristine conditions

· Relatively uncomplicated current and hydrographic conditions (e.g., away from known fronts)

· Representative locations for a large ocean gyre

· Known seasonal variability in atmospheric forcing and oceanic response

The regional oceanographic conditions for the BATS site are summarized by Steinberg et al. (2001) and Dickey et al. (2001).  The sites have proven to be ideal in many ways, yet our various sampling methodologies have demonstrated that high temporal resolution and fully three-dimension sampling of an increasing number of biological and biogeochemical variables are critical for advancing our understanding to the next level.

The following narrative of the seasonal cycle of bio-optical, biogeochemical, physical, and meteorological variables relies upon data collected from the BATS, BTM, BBOP, and OFP programs.  Please keep in mind that the temporal and vertical spatial resolutions of data collected during these programs are quite different, so contour maps of variables need to read with this in mind.  Note that there are time gaps in some data sets, sampling from ships is not possible during adverse weather conditions or high sea states, and many more variables are accessible from ship-based platforms than moorings at this point in time.  The BATS data are especially useful for learning about multiple seasonal cycles and the BTM data provide additional insights into the importances of phenomena occurring on time scales from minutes to a few weeks.  The complementarity of multiple platforms should become evident.  

One of the more complete high resolution time series was collected from the Bermuda Testbed Mooring (BTM) over during the period May 1997 through March 1998 (BTM Deployments 7-9), nearly a complete year.  Thus we shall use this data set and period for several of our examples. BATS, BBOP, and OFP data are selected for more encompassing measurements in terms of numbers of variables and interannual variability.  We begin with a discussion of the meteorological forcing at the Bermuda time series sites, follow with a description of the physics, and finish with time series of bio-optical and biogeochemical variables.  The BTM (Figure 6-10) is used to directly measure several meteorological variables such as wind speed, barometric pressure, incident solar radiation, air temperature, sea surface temperature, and humidity.  In addition, models are used to estimate some of the heat fluxes such as longwave radiation; details are provided in Dickey et al. (2001).  Figure 6-11a illustrates the BTM Deployments 7-9 time series for wind stress, which is roughly proportional to wind speed at 10 m above the sea surface, incident solar radiation, and total heat flux.  Note that the wind stress is effectively a tangential force per unit area acting on the sea surface and that the rate of mechanical energy production, which is key to mixing and entrainment of water at depth, is proportional to the cube of wind speed.   

For reference, the atmospheric seasons are Winter – December 21 – March 21; Spring – March 21 – June 21; Summer – June 21 – September 21; and Fall – September 21 – December 21.  Off Bermuda, the wind stress is generally smallest during summer months and greatest during the fall and winter.  It is important to emphasize the large dynamic range and highly episodic nature of the wind stress time series.  The Bermuda region is affected by passages of strong mid-latitude synoptic scale weather patterns and occasional hurricanes (the latter are discussed later in detail).  As a consequence, understanding of the physics, bio-optics, and the biogeochemistry of the Bermuda region requires inclusion of measurements on time scales of days or less as monthly, bi-monthly, or even monthly mean data can lead to significant errors and misinterpretation of data.  

Incident solar radiation time series, shown in Figure 6-11b, generally display the well known sinusoidal cycle (seasonal) expected for a mid-latitude site associated with the 23.50 tilt of the Earth with respect to the ecliptic plane containing the Sun and the Earth.  Summer incident solar radiation is greatest and winter incident radiation is least.  Other heat flux components including latent, sensible, and longwave (outgoing) as well as surface albedo contribute to the total surface heat flux (Figures 6-11c and d).  However, the cycle in total heat flux is dominated primarily by the incident solar radiation.  There is significant day-to-day variation in all of the heat flux components as was the case for the wind stress.  Thus, the warming or cooling of the ocean on monthly and longer time scales is affected by short term events like cloud and weather system passages.  As a consequence, the combination of sporadic wind events and changing surface heat fluxes contributes to the ever changing physical state of the upper ocean as reflected in sea surface temperature, mixed layer depth (layer of nearly uniform temperature or density), the depth of the thermocline (stratified layer lying beneath the mixed layer), currents, turbulent mixing, generation of inertia currents and near inertial internal gravity waves, and mixing time scales.  As we consider BTM and OFP averaged data and BATS and BBOP monthly and bi-monthly sampled data (taken during a few days each 2 – 4 weeks), it is important to keep in mind the underlying variability which can be large and often significant.  Further, most biogeochemical modeling efforts have not attempted to resolve time scales down to hours. 

The upper ocean temperature structure and its variability are affected by, and in turn affect, air-sea fluxes, mixing processes, internal gravity waves, and  horizontal and vertical currents – all acting on a broad range of time and space scales (see time-space diagram in Figure ??-??).  Time series of temperature collected by the BTM for Deployments 1- 9 are shown for depths from the surface down to 250 m in Figure 6-12.  Again, the annual cycle is best illustrated for Deployments 7-9 (bottom panel of Figure 6-12).  At the BTM site, sea surface temperatures warm beginning in late winter to early spring during most years.  They tend to peak in late summer to early fall before decreasing again.  This upper oceanic cycle is generally explained as follows.  Solar radiation drives the heating of the near surface waters.  The total heat fluxes for BTM Deployments 7-9 generally indicated heat flux into the ocean (effective heating of ocean) for roughly April to September and heat flux out of the ocean (effective cooling of ocean) from September through March.  Effective surface heating contributes to stratification of the water column (warm, light water overriding deeper cooler, heavier water), whereas surface cooling contributes to de-stratification and convective overturning of the water column (cool, heavy water plunging downward into warmer, lighter water).  The greater wind stress in the late fall to winter periods drives shearing currents, internal gravity waves, turbulence, mixing, entrainment of waters from depth, and deepening of the mixed layer.  Upper ocean water temperature lags the seasonal solar insolation cycle by a few months in part because of the great heat capacity of water.    Careful inspection of Figure 6-12 leads to the conclusion that there is considerable variability on scales from less than hours to weeks that is in a sense superimposed on the more obvious seasonal cycle.  Again, these short-term changes are important in establishing the seasonal cycle and for the bio-optics, biology, and biogeochemistry of the upper layer and specifically the euphotic layer.  Short-term variations ( less than an hour to weeks) are caused by daily heating and cooling cycles, internal gravity waves, wind events including atmospheric front and hurricane passages, and advection is associated with mesoscale (horizontal scale of 100 – 200 km) and submesoscale (10-100 km) eddies and other phenomena such as Rossby waves (horizontal scale of order of 1000 km).  There are also subtle differences in the times of spring warming and winter cooling (Figure 6-11) that suggest interannual variability can be important for the Bermuda region.  Research on the interannual to decadal physical variability has been described by Joyce and Robbins (1996) and there is growing interest in the longer term variability of the biology and biogeochemistry of the region off Bermuda and Hawaii as time series data sets derived from BATS and HOT are now approaching two decades (e.g., Karl et al., 2001; Bates, 2001; Bates and Gruber ?? CHECK THIS).

Two of the key derived bulk variables describing the upper ocean physical and light fields are the mixed layer depth (MLD) and the 1% light (PAR) depth.  There are many different criteria, which have been used to define mixed layers; the one used for Figure 6-13 is the depth where temperature is 1 0C less than surface temperature.  These daily averages of these variables are shown as time series on contour plots of temperature as functions of depth and time in Figure 6-13. The depth of the mixed layer is shallowest in summer and late fall and deepest during winter with the characteristic lag of a few months with respect to the solar insolation cycle evident in near surface temperatures.  It is noteworthy that the depth of the mixed layer in winter and spring fluctuate rather wildly.  The depth of the 1% light level is fairly constant at about 80-100 m over an annual cycle.  There are numerous temporary, transient restratification, mixing events that occur sporadically.  The northward progression of seasonal warming, mixed layer depth shoaling, and phytoplankton blooms is marked by considerable temporal and spatial variability.   This variability in space and time is important for transient inputs of nutrients into the euphotic layer and resulting phytoplankton blooms (and busts) that precede the major spring bloom periods in mid- to high latitude regions (i.e., see Dickey et al., 1994; 2001). Low concentrations of plant nutrients to upper water column phytoplankton tend to limit their numbers in the summer to fall whereas light limitation restricts phytoplankton growth during periods when the mixed layer is deeper than the euphotic layer depth in the winter.  

One of the most studied aspects of seasonality off Bermuda has been the spring phytoplankton bloom phenomenon, which progresses in time toward higher latitudes from spring to summer and is especially dramatic in the North Atlantic as evidenced in ocean color imagery (Figure ??).  The classical explanation of the seasonal spring bloom was given by Gran (1931) and later placed in a theoretical context by Sverdrup (1953); also see Mann and Lazier (1991) for details.  First, the winter is characterized by low populations of phytoplankton, despite high availability of nutrients by deep mixing. Community respiration exceeds photosynthesis because the phytoplankton's vertical excursions take them deeper than the euphotic zone; also daily integrated light is also minimal during this season. With the onset of springtime water column stratification, the vertical motions of phytoplankton are restricted to the upper layer, which is still replete with nutrients.  Phytoplankton can also receive sufficient light (light is now more available) for photosynthesis to exceed respiration and grazing loss.  This results in large-scale phytoplankton reproduction and blooms.  The following strong seasonal stratification of the pycnocline (thermocline) forms a barrier to the influx of nutrients from depth, and thus the phytoplankton in the mixed layer (and euphotic layer) eventually deplete the requisite nutrients.  Reduced phytoplankton concentrations in the euphotic layer are also caused by sinking of phytoplankton and grazing by zooplankton.  The end of the spring bloom is thus characterized by low concentrations of phytoplankton and nutrients in the upper layer.  In the early summertime period, a subsurface chlorophyll maximum (not visible from airplane and satellite color sensors), which is often near the bottom of the euphotic zone (again, nominally the depth where light is reduced to 1% of its surface value) and in the upper thermocline/pycnocline (e.g., also see Cullen, 1982).  The chlorophyll maximum is often somewhat below the depth of maximum primary productivity, with both regions contributing significantly to the depth integrated primary production.  During some years and in some locations, a fall bloom occurs as the mixed layer deepens to sufficient depths to entrain nutrients into the upper layer where daily light is still sufficient for photosynthesis.  This general depiction of the seasonal cycle appears to be well supported by several experiments which have used monthly interval shipboard sampling or more recently high temporal resolution sampling of physical, chemical, and bio-optical variables.  Again, though the seasonal cycle is a very dominant signal, high temporal resolution time series have revealed considerable complexity in the phytoplankton biomass and primary production and show that aliasing can be problematic for coarse (monthly) sampling (e.g., Wiggert et al., 1994).  As described earlier, short time scale variations in phytoplankton populations are caused by passages of clouds and the diel solar cycle.  The types of observations discussed here and sequences of ocean color observations from space suggest that the integrated effect of the phytoplankton seasonal cycle and its poleward march are built on many cumulative events driven by short time and space scale forcing as well as the periodic seasonal solar insolation. 

The broader issues of interannual variability in the seasonal cycle of the biogeochemistry and bio-optics of the Bermuda/Sargasso Sea region have been reviewed by Michaels and Knap (1995), Steinberg et al. (2001), Conte et al. (2001), Siegel and Michaels (1996), Siegel et al. (2001?), and Soresen e al. (2001).  A few of the key results are summarized next.  Since 1988, there has been considerable interannual variation in maximum mixed layer depth, the time of onset of spring stratification, timing of nutrient fluxes into the euphotic layer. (Figures 6-14a and b).  Likewise, levels and distributions (i.e., depth of and level of concentrations within of subsurface chlorophyll maximum) of chlorophyll concentration and primary production have varied considerably from year to year (Figures 6-14c and d).  A breakdown of the various species of phytoplankton and bacteria and their successions is given by Steinberg et al. (2001), who also discuss the roles of zooplankton as grazers of phytoplankton in the region.  The seasonality of the flux of particles to the deep sea has been described in the context of depth-integrated primary production (Figure 6-15) by Conte et al. (2001).  They reported rather poor coherence between primary production and deep fluxes of particles (including carbon) and suggest that poor coupling of the two rather than sampling likely explains this result.  Interannual variations in the timing, duration, and magnitude of seasonal peaks in particle fluxes are evident in the particle flux time series and its has become clear that that episodic passages of mesoscale eddies and wind events are highly influential upon deep particle/carbon fluxes (detailed later). 

Seasonal and interannual variations in carbon dioxide have been studied using BATS data sets (e.g., Bates et al.,1996).  Carbon related variable measured as part of BATS include total carbon dioxide (TCO2), alkalinity (TA), and the partial pressure of carbon dioxide (pCO2).  Fo rthe period of October 1988 through December 1993, seaonal changes in TCO2 were about 40-50 mol kg-1, TA,  ~20 mol kg-1, and pCO2~90-100 atm.  The causes of the seasonal variations are deep winter convection temperature (solubility pump) and biology (biological pump).  In addition, wind forcing, mixing events, and advection of differing water masses play roles.  We will return to hurricane influenced CO2 and carbon fluxes later.  Bates et al. (1996) suggest that the Bermuda region serves as a modest sink of carbon dioxide.  Importantly, DIC is increasing at both the BATS and HOT sites (Figure 6-16) and relates to increased uptake of anthropogenic CO2 (i.e., Karl et al., 2001).   

The Bermuda Bio-Optics Program (BBOP) has provided profile data sets in conjunction with BATS ship-based biogeochemical and physical observations since January 1992 (e.g., Siegel and Michaels, 1996).  These data sets have been used for validation of satellite ocean color observations (i.e., SeaWiFS) and fundamental bio-ioptical and biogeochemical research.  One of the important aspects of the BBOP research has been the elucidation of the importance and seasonality of non-algal spectral light attenuation taking the form of detrital and/or colored dissolved material (hereafter called CDM following Siegel and Michaels, 1996).  BBOP profiles of spectral downwelling irradiance at specific profile times, Ed(z, t), were used to compute the spectral downwelling diffuse attenuation coefficient, Kd(z, t) for wavelengths of 410, 441, 488, 520, 565, and 665 nm (10 nm half power, full bandwidth; as discussed in Chapter 2).  For the years 1992 and 1993,time-depth contours of chlorophyll a and Kd(441nm, z, t) are displayed in Figure 6-17a and b.  The plots of time-depth chlorophyll a, Kd(410nm, z, t), Kd(441nm, z, t), and Kd(488nm, z, t) are quite similar as expected as chlorophyll concentration and Kd at these wavelengths are generally well-correlated (e.g., Siegel and Dickey, 1987; Morel, 1988).  Higher values of chlorophyll a and Kd at 410, 441, and 488 nm are observed in the euphotic layer (generally down to 80 – 100m) during the spring to fall period.  The formation of a subsurface chlorophyll maximum is evident following each spring phytoplankton bloom period.  Using a careful statistical analysis, Siegel and Michaels (1996) found that the ratio Kd(410nm, z, t)/ Kd(488nm, z, t), as shown in Figure 6-17 c, serves as a good qualitative  proxy for CDM concentrations.  They also describe a model that partitions the contribution of CDM to the diffuse attenuation coefficient at 441 nm opposed to that by chlorophyll a at the same wavelength; a time-depth contour plot for the derived quantity Kcdm(441nm, z, t) being shown in Figure 6-17.  Some of the key conclusions of this work include:

· Light attenuation via CDM can be nearly as great as that related to chlorophyll pigments

· CDM is generally uniform inn the upper 150 m during winter, but reduced in surface waters in the summer – possibly because of photo-oxidation processes 

· The seasonal pattern of CDM differs from those of biogeochemically important materials like DOC

· Open ocean remote sensing algorithms for estimating chlorophyll need to account for the affects of CDM

Although we have focused on seasonal results from the Bermuda region, it is important to emphasize that comparable data sets and results have been obtained off Hawaii during the HOT program.  Open biogeochemical and ecological questions that have been stimulated by these programs have been summarized by Karl et al. (2001).  Some of the issues involve uptake and removal of DOC from the water column, processes of nitrogen fixation, competing nutrient limitation mechanisms (i.e., nitrogen, phosphorus, iron), and the influences of short and long time scale processes upon the seasonal cycle.   Importantly, both of these programs and other emerging open ocean time series programs (e.g., Send et al. 2001; Dickey, 2002; PLUS??) are employing bio-optical technologies, theories, and models to advance our understanding of upper ocean bio-optics, biogeochemistry, and physics.  Fully 4-dimensional (x, y, z, t) measurements and modeling will be critical for future advances and the need for higher temporal and spatial resolutions for seasonal and interannual research will be underscored in later case studies and examples.   

Suggested references concerning bio-optical variability at the seasonal scale include:

Karl et al., 2001; Fasham, 2003; Dickey et al., Karl et al., 1996, 2001a,b, 2003 (IN FASHAM BOOK, 2003); Michaels and Knap, 1996; Steinberg et al., 2001; Bidigare et al., 1990; Dickey et al., 1991;Marra et al., 1992; Dickey et al, 1993; Stramska and Dickey, 1993, 1994; Dickey et al., 1994; Stramska et al., 1995; Dieckey et al., 1998, 2001; Wiggert et al., 2000. 

6.5  Tropical Cyclones, Hurricanes and Typhoons: Ocean Color, Primary Productivity, and Sediment Fluxes to the Deep Sea (8 pp = Sept. 29, 30, Oct. 1., 2, 3)

Few natural phenomena inspire the awe and fear of tropical cyclones (India and Australia), hurricanes (Atlantic Ocean), and typhoons (western Pacific).  Other common names include willy-willy (Australia), baguio (Philippines), and cardonazo (Mexico).  These phenomena are essentially manifestations of the same atmospheric thermodynamics and dynamics that occur in the tropical – subtropical oceans.  A fascinating discussion of the historical human impacts by hurricanes is given by Lugt (1983).  The importance of hurricanes to humankind are many, with the most obvious being the loss of life and property damage to island and coastal areas – primarily through flooding effects.  For example, an estimated 440,000 people died from cyclones striking Bangledesh in 1970 and 1991; 6000 lives were lost by a hurricane striking Galveston, Texas in 19??, 9000 people died during Hurricane Mitch in Central America in 1998, and 90% of Darwin, Australia was destroyed by a Christmas Day typhoon in 1974.  Property damages, such the $30 billion loss associated with Hurricane Andrew in 1992 and ?? $XX billion from Hurricanes Charlie and Francis in 2004, are increasing as more inhabitants move to vulnerable coastal communities.  Here we concentrate on oceanographic aspects as extreme and episodic events are of growing scientific interest as well.

First, we briefly discuss the basic physics of tropical meteorology as related to cyclones, hurricanes and typhoons.  Then we consider the upper ocean physical, biogeochemical, biological, and bio-optical responses that are associated with them.  We focus primarily on Atlantic hurricanes for convenience as more interdisciplinary observations are presently available there than elsewhere.  Nonetheless, most of our discussion applies for tropical regions outside the Atlantic as well. This section is devoted to open ocean tropical storms; passages of hurricanes in coastal regions are examined in the next chapter.

A brief review of some of the salient features of tropical (23.50 S to 23.50N) and subtropical meteorology are useful for setting the stage for our discussion.  The mean general circulation of the tropics and subtropics is generally explained by some of the basic principles of thermodynamics and geophysical fluid dynamics as follows.  Greater solar insolation heat flux occurs at low latitudes causing elevated air and sea surface temperatures.  Rising air occurs within a few degrees of the equator in a region known as the Inter Tropical Convergence Zone (ITCZ), a region of low atmospheric pressure in the vicinity of the equator where easterly trade winds from the northern and southern hemisphere tend to converge. The ITCZ is characterized by warm air, high humidity, unstable air masses, rising air, and clouds that can sometimes reach to the atmospheric tropopause (lying around 10-12 km above the Earth’s surface). Air flowing from higher latitudes toward the equator are turned westward because of the Coriolis effect and are called easterly (from the east) trade winds.  The mean location of the ITCZ is located somewhat to the north of the equator because of the 23.50) tilt of the Earth’s orbit about the ecliptic plane and because of the greater surface water area of the southern versus the northern hemisphere.  There is a seasonal shift of the ITCZ toward the north during the boreal (northern hemisphere) summer.  Thus, northern hemisphere hurricanes tend to be more prevalent from late summer to fall in the northern hemisphere.  The weather patterns over the tropical and subtropical oceans differ from those experienced at mid-latitudes in several respects.  In particular, conditions are generally less dynamic on time scales of weeks, atmospheric disturbances move westward, and atmospheric convection (rising air) formation of high rising clouds and intense rainfalls are common features.  

Some of the key characteristics of hurricanes follow: 

· A hurricane is a large-scale vortex with a diameter that can range from roughly 160 to 1600 km (Figures 6-14 and 6-15) 

· Smaller vortices can lie in the vicinity of the hurricane eyewall (Figure 6-14?)

· Large convective cells with accompanying clouds (and heavy rainfall) and highly humid air that extends from the ocean surface to the top of the atmospheric tropopause

· Low surface atmospheric pressure at the hurricane center where air inflow occurs (convergence); relatively high atmospheric pressure at the top of the troposphere where air outflow takes place 

· As air moves toward the hurricane center, it gains tangential velocity (conservation of angular momentum)

· Cyclonic (counterclockwise in the northern hemisphere) air rotation at the surface and anti-cyclonic air rotation near the top of the troposphere

· Tangential wind speeds from 20 to more than 70 m s-1 (74 – 155 mph) and barometric pressure from around 980 mb to less than 920 mb (see Saffir-Simpson Scale in Table 6-1)

· An eye is located at the approximate center of the hurricane; there the winds are calm and minimal (Figures 6-14 and 6-15); the eye’s diameter can range from roughly 20 to 50 km 

· An eye wall is defined as the location where the maximum hurricane winds are found; typical radial profiles of tangential wind speed show linear increases to the eye wall and then slower decreases at greater radial distances (see Figure 11.6 in Lugt, 1983); intense vortices and thunderstorms are found near the eyewall (Figure 6-14)

·  Hurricane translation speeds can vary from near zero to about ??? kilometers per hour (mph) 

· Greatest hurricane winds are found in the right-forward quadrant with respect to the hurricanes trajectory, because of combined translation and rotational speeds

FIGURE 6-14 WILL BE A NICE HURRICANE IMAGE – MAYBE THE VORTEX FIGYRE

FIGURE 6-15 WILL BE LIKE FIGURE 16.3 P. 432 IN AHRENS OR EMMANUEL PAPER

Why do hurricanes form?  Many conditions must be met and many potential hurricanes (roughly 90%) never develop beyond the tropical disturbance or depression stages.   The genesis of hurricanes and predictions of hurricane trajectories and intensities are still the subject of research. However, some of the basic concepts appear to be reasonably well understood.  First, organized, deep convective cells are needed.  This implies that there needs to be a buoyancy driver at the surface – for example warm, humid air that tends to rise.  The air needs to be generally confined, so a convergence mechanism is needed.  Surface tropical waters are key with a nominal sea surface temperature of about 26 0C (790F) sufficing.  At the equator, the Coriolis effect is zero, so hurricanes tend to form between 5 and 200 of the equator where the Coriolis effect leads to turning of winds and roation.  Thus, a cell needs a mechanism to make it rotate and then another to sustain its rotation.  One of the mechanisms that explains the formation of some hurricanes is the atmospheric easterly (tropical) wave (2500 km in wavelength, traveling westward at roughly 10- 20 knots), which can form off the west coast of Africa and later can become unstable and produce a hurricane.  Other atmospheric disturbances can produce hurricanes as well (e.g., Danielson et al., 2003).  Sustenance of a hurricane depends on continuing supply of surface buoyancy (again water temperature in excess of about 26 0C) and ongoing deep convection that can be interrupted by upper level shearing winds.  The description of a hurricane as a heat engine is presented by Lugt (1983) and Emmanuel (1988).  One of the important oceanic feedbacks concerns the deep wind and wave mixing along with upwelling of cool oceanic waters from depth in the vicinity of the hurricane.  If the mixed layer and seas surface temperatures are reduced below about 26 0C, then the hurricane will have insufficient energy to fuel itself and will begin to dissipate.  The translational speed of the hurricane and mechanical frictional effects thus are important as well.  In addition, passage over anomalously warm waters (e.g. Gulf Stream) or cool waters (e.g., cold core eddy) can either re-invigorate or mitigate a hurricane. 

Oceanic responses to hurricanes are of special interest to physical oceanographers.  In particular, nearly impulsive wind forcing of the ocean provides the opportunity to study major changes in the vertical structure of the ocean in the form of mixed layer deepening, entrainment of cooler waters at depth, modification of the thermocline (the transition layer of strong stratification lying beneath the mixed layer and above the permanent thermocline), near inertial currents, shearing and turbulent motions, surface wave breaking, large amplitude near inertial period internal gravity waves, and upwelling of waters at depth (manifestation of Ekman transport of upper ocean waters away from the approximate center of the hurricane.  To demonstrate some of the physical features of ocean response to intense winds forcing, we utilize two unique data sets, the first collected from the Bermuda Testbed Mooring (BTM) during the passages of Hurricane Felix in August 1995 and the second during Hurricane Fabian in September 2004.  We begin with Hurricane Felix.  

Hurricane Felix developed from a tropical wave off of Africa around August 6, 1995 with hurricane force winds being achieved  August 11.  The track of Felix is shown in Figure 6-16 [FIGURE SHOWING TRACK OF FELIX AND COOL SST WAKE; SEE ZEDLER PAPER FIGURE 1] along with a satellite sea surface temperature (AVHRR) image indicating a cool wake.  Felix was a large hurricane with hurricane force winds extending radially to 150-200 km (300-400 km diameter) and tropical storm force winds to 325-400 km (650-800 km).  The minimum recorded barometric pressure was 930 mb and maximum surface winds reached 220 km h-1 making Felix a category 4 hurricane on the Saffir-Simpson scale at a point about 500 km south-southeast of Bermuda on August 12.  Felix continued to move northwestward in a nearly straight line at about 25 km h-1 with the approximate eye wall passing over the BTM (again, about 80 km southeast of the island of Bermuda) on August 15.  Time series of BTM measured wind speed, temperatures, and currents at 25 m depth are shown in Figure 6-17 (Zedler Figure 2).  Felix winds had decreased since peak values were recorded a few days earlier, but still reached about 135 km h-1 (38 m s-1 = 74 knots = 85 mph; category 1 hurricane).   The satellite SST image indicates that a swath of cool water was left in the wake of Felix and we can see that the BTM was almost in the center of the cool swath.  Satellite and BTM data indicate that SST decreased by about 3.5 to 4.0 0C in this wake, which is noticeably biased to the right (by almost 200 km) of the hurricane track (Figure 6-16).  This offset is characteristic of hurricanes and is caused by the rotation of the hurricane wind stress vectors, which SEE DICKEY AND SIMPSON PAPER TO EXPLAIN THIS!.

Some of the observed physical responses to hurricane passage are evident in Figures 6-16, 6-17, and 6-18 (Zedler Figure 3).  These include:

· Cooling of near surface waters 

· Rapid deepening of the mixed layer with the onset of hurricane force winds 

· Generation of large amplitude near inertial period currents ( up to about 1 m s-1 with period of 22.4 h at BTM site)

· Large amplitude (~15 m) vertically oscillating near-inertial period internal gravity waves  

A few of the results illustrating the BTM  passage of Hurricane Fabian are presented next.  The genesis of Hurricane Fabian, like Felix, is attributed to a tropical wave that emerged from western Africa.  Fabian reached hurricane status (winds > 33m/s) on August 30, 2003 and its peak intensity was reached September 1 when it was 490 km east-northeast of the northern Leeward Islands (Figure 6-19); its maximum estimated winds speeds were 64 m/s (125 knots) and its central pressure was 942 mb (a minimum central pressure of 939 mb was measured on September 3).   

Hurricane Fabian continued west to west-northwest with a translational speed of 9.5 m s-1  (18 knots) and gradually slowed to just under 5 m s-1 (10 kt) by September 2.  Fabian gradually turned north-northwestward and struck Bermuda on September  5 with winds of  51 m s-1 (100 kt).  It continued north then north-northeastward before losing hurricane status on September 8 while located 1300 km east-northeast of Cape Race.       

Fabian’s closest approach to the BTM occurred on September 5. At this point in time, Fabian’s eye was located 100 km directly west of BTM.  BTM surface wind sensors recorded maximum sustained winds of (30m s -1  with gusts upwards of 35m s-1 on this date. Extrapolated to a 10m above sea level using a formula presented by Large et al. (1995), these speeds translate to 34 m s -1   and 41 m s -1, respectively.  Satellite wind data were collected by SeaWinds over the BTM site and maximum measured winds were 27 m s -1  (using lvl3_script_v3).  According to Yueh et al (2003) this estimate is expected to be substantially lower than true values. At that time the maximum winds recorded by SeaWinds over all of Fabian were 34 m s -1.    

Sea surface temperature (SST) data obtained from MODIS (Figure 6-20) reveal a swath of cool water  in the wake of Fabian. As described for Felix above, these observations  are consistent with entrainment of cooler, deeper water as the mixed layer (ML) deepens during the strong wind forcing. Prior to the arrival of Fabian MODIS showed SST ( 28 (C in the vicinity of BTM, while immediately after the passage of Fabian SST was 3 (C cooler (Figure 6-20). The cool swath persisted for one week.  As explained for Felix, the bias to the right hand side of Fabian’s path is due to the counterclockwise rotating wind vector that rotates near the inertial frequency.  

Currents were measured from the BTM using an upward looking ADCP located at a depth of 200m. The measurements were recorded every 3m starting at 21m and continued down to a depth of 192m. Immediately prior to Fabian’s passage we see currents < 25 cm/s at all depths.  As indicated in Figure 6-21, currents speeds began to rise in the upper 30m do to the approach of Fabian around day 248 (September ??). This effect is also observed below 30m but is delayed by about 5 hrs. The increase in current appears to be linear in the upper 75m and reaches its maximum value around on day 249. Data in the upper 45m appear to be contaminated (bubble entrainment) during the passage of Fabian. From 48m to 60m the maximum current of 150 cm s -1  is reached on day 249. Below 60m  the maximum value decreases with depth from 140 cm s -1  at 63m to just under 100 cm s -1  at 75m, all occurring at the same time. 

At all depth the dominate frequency in the time-series was that of just over 1 cycle per day (cpd) (Figure 6-21).  This is slightly larger than the inertial period of 22.7 hrs. The oscillations are known as near-inertial oscillations. This signal was found to be strongest at depths between 60 and 100 m. 

Radius to maximum winds

From Bermuda Weather Station radar we can estimate the radius to maximum winds as the radius of the eye of Fabian to be 80 km (see figure 6). Price 1983 gives an alternative approach. 

The radius to maximum winds can be estimated from the following equation,
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where R is the radius to maximum wind, ( is the density of seawater (( = 1025 kg/m3), h is the mixed layer depth, 50 m, and ( is the wind stress magnitude given in Price et al. 1994 by:
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Cd and U10 are defined above and (a is the density of the atmosphere, 1.26 kg/m3. Equations (4) and (6) yield ( = 3.93 N/m2. Using Uml = 1 m/s equation (5) gives R =113 km. This value seems to high but it is the correct order of magnitude. We therefore use R = 80km which put Fabian slightly large than both Felix and Gloria, R = 61 and 70 km respectively.  

Nondimensional storm speed S

The nondeminsional storm speed S is the ratio of the local inertial period, 2pi/f, to the hurricane residence time, Uh/8R, and is given by 
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An S value close to unity indicates wind stress changes on a timescale comparable to the interial period and has the potential to induce strong inertial currents. For Fabian S = 1.1. This value is vary similar to both Felix (S= 1.2) and Gloria (S=1.1). 

FIGURES
1) BTM diagram

2) Fabian track with peak intensity and dates, etc…

3) a and b MODIS SST maps before and after Fabian. 

4) Max currents plot (need to choose which depths to use)

5) PSD of currents

Several physical processes can be used to explain these hurricane observations.  For example, strong winds at the surface cause wave breaking and current shears resulting in intense turbulent mixing.  This turbulence acts to cause entrainment of deeper cool waters from the seasonal thermocline and to deepen the mixed layer.  Impulsive wind forcing produces near inertial currents; these currents turn to the right in the northern hemisphere and if flowed in a Lagrangian sense form complete rotations (roughly circular) in a period of Ti =12/sin  where  is the latitude of interest; here  = 310 44’, so Ti = 22.8 h.  Eulerian current records such as those obtained from the BTM display near inertial sinusoidal oscillations with east-west (u) and north-south (v) components being 900 out of phase with respect to each other (Figure 6-16).  It is also useful to consider BTM current records obtained during Hurricane Fabian (Figure 6-19).  This figure shows horizontal current vectors at various depths before, during and after the passage of Fabian.  These near inertial currents act to produce shear at the base of the mixed layer and the upper seasonal thermocline and promote entrainment of cooler, denser water at depth.  

One-dimensional theories and models explain the upper ocean physical response to first order as demonstrated by Zedler et al (2002) using the BTM Hurricane Felix data set.  However, fully three-dimensional effects are important as well.  For example, because of the Coriolis effect, the cyclonic (counterclockwise) rotating winds of a hurricane cause Ekman transport (900 to the right of wind stress direction) of waters in the upper layer away from the center of the hurricane (e.g. Pond and Pickard, 200?; Open University, ???; Chamberlin and Dickey (2006).  As a consequence cool, dense, relatively nutrient-rich waters are advected toward the surface. We will discuss the biological and biogeochemical implications of these various physical processes shortly.  The upper ocean response to hurricanes depends on several factors and non-dimensional parameters, which are outlined in detail by Dickey et al. (1998) and comparisons of three hurricanes are summarized in Table 6-2 (WILL’S TABLE OF PARAMETERS FOR GLORIA, FELIX AND FABIAN).  A few key factors follow:

· Higher hurricane wind speeds lead to greater mixed layer depths and entrainment of deeper cool, dense, nutrient rich waters

· Pre-existing stratification is important: weak stratification allows rapid mixed layer deepening and entrainment; strong stratification inhibits mixing ad entrainment (seasonal stratification is typically greater in late summer and weaker in fall to late fall)

· If a hurricane generates inertia currents in phase with pre-existing inertial currents, then the deepening process is enhanced (a near resonance effect)

· Slower moving hurricanes can produce more effective Ekman pumping and vertical advection; however, slow movement can also lead to sufficient cooling of near surface waters to cause the hurricane to lose needed thermal fuel to maintain itself

· Fast moving hurricanes produce a purer from of inertial response of the upper ocean and are more likely to maintain their strengths

· Near inertial period internal gravity waves are produced by all hurricanes; the amplitudes and longevities vary dependent upon hurricane strength and pre-existing stratification. Typical decay times for near inertial waves are on oreer of a week to a few weeks

· The time period for the recovery of the ocean to pre-hurricane conditions varies and in many cases the seasonal cycle is highly distorted by hurricane passage (i.e., no real recovery)

Physical response : use Will’s new table of parameters; wind, waves, insolation, air-sea heat fluxes, rainfall, air temperature

BIOLOGICAL RESPONSE: BABIN

BIOGEOCHEMICAL RESPONSE : BATES    


HOW IMPORTANT WIL BE HURICANES BE IN THE FUTURE??  SEE CHRISTOFFERSON BOX ON GRAY ANLYSES ABOUT WHAT STATISTICAL FACTORS ARE FOR HURICANES.

Tropical Cyclone Seasons

Definitions

Saffir-Simpson Scale

· Physical response : use Will’s new table of parameters; wind, waves, insolation, air-sea heat fluxes, rainfall, air temperature

· Biogeochemical, biological, and bio-optical responses

· Short and long-term implications (ENSO influence; are they going to be more prevalent in future warmer climate?)

Our knowledge of interdisciplinary upper ocean response to hurricanes and typhoons is starting to accelerate thanks to new observational and modeling capabilities.  Suggested references for tropical cyclones, hurricanes, and typhoons include: ???????

Suggested reading for this subsection include: Ahrens (NEW ed.?), Danielson et al. (2003), Emmanuel (??), .  Danielson et al. (2003) provide an interesting narrative describing Hurricane Andrew, which struck Florida in 1992.

MET BOOK INTROS TO HURRICANES – KERRY PAPER OTHERS – SEE ZEDLER PAPER?? THESIS

Refs.: Dickey and Falko, R o G, Babin et al.

6.6  Mesoscale Eddies: Effects upon the Biogeochemistry of the Open Ocean (8 pp = Oct. 4, 5, 6, 7, 8, 11)

Refs.: Dickey and Falko, R o G, Dickey TOS, McGill TOS and others, Lewis, McNeil, Sakomoto, B2, 

6.7  Rossby Waves: Effects upon the Biogeochemistry of the Open Ocean (8 pp = Oct. 12, 13, 14, 15, 18, 19)

Refs.: Yoder, Siegel, Sakomoto, Uz, Danonneu, and many others,

6.8  Monsoons of the Arabian Sea: Effects upon Primary Productivity and Sediment Fluxes to the Deep Sea (8 pp = Oct. 20, Nov. 1, Dec. 8, 9)

Refs.: Dickey and Falko, R o G, Dickey Arabian Sea papers

6.9 Primary Productivity in the Equatorial Pacific Ocean: ENSO and Long Equatorial Waves (7 pp = Dec. 10, 11, 12, 13)

Refs.: Dickey and Falko, R o G, Foley, Chavez group, Dickey TOS

6.10 Iron Fertilization Studies (7 pp = Dec. 14, 15, 16, 17)

Refs.: Science Boyd et al., Martin, Ken, TOS papers including volume 4(2) in 1991, 

6.11 Biological Modulation of the Upper Ocean Heating ( 8 pp = Dec. 20, 21, 22, 23)

Refs.: Dickey and Falko, R o G,  Siegel, Ohlmann, Dickey TOS

6.12 Photochemistry and UV Studies?? (7 pp = Late Dec. and early Jan.??)

Refs.: Dickey and Falko, R o G, Smith, Prezelin

FOLLOWING IS FROM REV OF GEOPHYS. MANUSCRIPT
Abstract

Some of the major scientific achievements of optical oceanography of the past decade are reviewed.  Technological advances in optical sensors and both in situ and remote observing platforms are summarized and a brief discussion of optical models is provided.  General problems addressed by optical oceanographers have included bio-optical variability, primary productivity, ecosystem dynamics, biogeochemical cycling, upper ocean heating, sediment resuspension, and the health of the ocean.   This review addresses both open ocean and coastal ocean problems using examples drawn from recent studies that have increased our knowledge of diverse phenomena related to hurricanes and typhoons, monsoons, mesoscale eddies, Rossby and various equatorial longwaves, internal solitary waves, and red tides.   Discussions of specific scientific problems are accompanied by brief accounts of relevant enabling techniques.   The review underscores the critical need for interdisciplinary sampling from multiple platforms on wide ranging time and space scales.  In particular, remote sensing is essential for regional to global scale coverage of the surface ocean while in situ observations are essential for subsurface and high frequency data and for the calibration and validation of remotely sensed data as well as for algorithm development and data assimilation models.  An important challenge is to develop a framework for synthesizing local, regional, and global optical data sets obtained from state-of-the-art and emerging optical sensors and oceanographic platforms and for utilizing these data in predictive models.  

Research Topics/Case Studies: Open Ocean (See Ocean Optics 2002)


Optical Dynamics Experiment (ODEX}

Biowatt (bio-optics and bioluminescence)


Marine Light in the Mixed Layer (MLML; bio-optics and bioluminescence)

Joint Global Ocean Flux Study (JGOFS) Equatorial Pacific study

JGOFS Arabian Sea study

JGOFS Bermuda Atlantic Time Series study

JGOFS Hawaii Time Series study

JGOFS Southern Ocean study

Sea of Japan/East Sea study


Black Sea study

Southern Ocean study

Northwest Pacific Japanese study

Photochemistry and UV Studies

Others 
Introduction

The methodologies of bio-optical oceanography, which encompass theories, models.and technologies have been applied to study a great variety of interdisciplinary oceanographic problems in the open ocean.  In this chapter, we focus on six research areas that demonstrate the utility and power of bio-optical oceanography.  The research topics include: 1) primary productivity, 2) biogeochemistry, and carbon cycling, 3) iron fertilization, 4) upper ocean heating, 5) global climate change, and 6) health of the ocean??????.   Several oceanographic processes spanning a wide range of time and space scales and occurring in various regions are discussed within the context of these research areas. Accordingly, different regional atmospheric forcings and physical processes are highlighted. While scientific ideas are of primary interest here, we will also refer to the observational and modeling capabilities that underpin the scientific results. Progress is being made in solving each of the problem areas considered; however, future research remains as well.  Therefore, we also speculate how bio-optical oceanography may be valuable for ensuing efforts.   

A NICE INTRO TO IMPORTANCE OF CO2 PROBLEM AND PP AND BIOGEOCHEMICAL CYCLING WITH REFRENCES IS GIVEN BY BEHRENFELD ET AL. IN THE WILLIAMS WALES BOOK.  SEE IT FOR INTRO TO THE GENERAL PROBLEM OF CO2 AND ECOSYSTEMS ETC.

SEE MOBLEY WEBSITE FOR REFERENCES USING HYDROLOGHT TO TIE THEORY TO OBSERVATIONS FOR SOME OF THE CASE STUDIES.

FOR IRON ENRICHMENT, SEE RAVEN ARTICLE IN ENCYCLOPEIDA DISCUSSING IRON LIMITATION STUFF FOR IRONEX AND SOIREE ON P. 2287 ON.

USE FOLLOWING PAPER FOR IRON ENRICHMENT STUFF.  

Bishop et al. (2002) have used this approach in interpreting data collected from profiling floats deployed in the North Pacific (discussed in the next chapter).  
I WAS GOING TO USE FOLLOWING IN CHAPTER 5, BUT THINK IT BETTER HERE.

Models of the penetrative component of solar radiation that utilize bio-optical parameters are considered in order to provide an interesting and important example of physical-bio-optical coupling.  
5.3  Modeling of the Penetrative Component of Solar Radiation

5.3.1  Purpose of Theory and Models

5.3.2 Basic Equations

5.3.3 Examples (Dickey/Ohlmann/Lewis/Ragu)

5.3.4 Strengths and Weaknesses of Theory and Models

5.3.5 Summary

HERE OR IN CHAPTER 5: EXAMPLES OF USES OF MODELS FOR SENSITIVITY AND EXPLORATION:

OUR EARLY MODEL RUNS, TURK, RAGU AND JIM CHRISTIAN FOR EQUATORIAL PACIFIC

HEZI GILDOR MODEL

NAO MODEL OF LEVY (SEE BUSSAL.)

VERTICAL MIGRATION: SEE LALLI AND PARSONS:

THIS WAS IN CHAPTER 2 BEFORE.  Although moonlight is a relatively weak contributor to the light budget, it can play an important role for particular marine organisms (Lalli and Parsons, 2002; BEGINNING ON P. 94).  For example, some organisms use moonlight as a cue for vertical migration based on the lunar cycle (28.5 days).  This phenomenon is discussed further in Chapter 6.  SAY SOMETHING ABOUT BIOLUMINSCENCE AND MOONLIGHT.  EXPLAIN WHAT IT IS AND SAY WE WILL DISCUSS SEPARATELY LATER IN THIS CHAPTER AND IN CHAPTERS 5 AND 6.   ASK JIM CASE AND CHRISTIE HERREN AND DO A LITTLE RESEARCH ON SOME EXAMPLES .  HOW BIOLUMINESCENCE AFFECTED, POSSIBLE CYCLES FOR REPRODUCTION ETC.   

VERTICAL MIGRATION AND CUEING ON DIEL AND SEASONAL CYCLES: SEE LALLI AND PARSONS!!  NEW VERSION.
The 1980's brought an understanding of the processes involved in the coupled ocean-atmosphere El Nino / Southern Oscillation (ENSO), an awareness that this phenomenon affected climate over much of the globe, establishment of an observing system including the ambitious TAO array to monitor the equatorial evolution of ENSO and the development of climate forecasts with significant skill at ranges near one year. At the same time there was an increasing awareness that anthropogenic climate forcing by changes in the composition of the atmosphere resulting from energy consumption, industrial production and changes in land use might lead to significant climate change. The long time scales of the phenomena involved in anthropogenic climate forcing and the fact that it has no parallel in the paleoclimatic record makes an empirical approach impractical and forces a heavy reliance on dynamical models. This reliance requires us to determine how to verify the ability of these models to predict a response that has never been observed.

Measurements of nitrate, partial pressure of carbon dioxide (pCO2), dissolved oxygen (DO), and primary production rates (see Taylor and Doherty, 1990; Jannasch et al., 1994; Friederich et al., 1995; Merlivat and Brault, 1995; DeGrandpre et al., 1997, 2000; Tokar and Dickey, 2000; Varney, 2000) have enabled new insights into primary and new production and gas exchange across the air-sea interface.
BIOGEOCHEMISTRY : SEE JGOFS BOOK FOR TWILIGHT ZONE, CLIMATE IMPACTS, BIOLOGICAL PUMP, KARL DEFINITION AND TREGUER ; SEE INTRO AND FASHAM SUMMARY, IRON FERTILIZATION, PROVINCES: DUCKLOW; PHYSICAL ASPECTS DONE NICELY WITH FOLLOWS PAPER, FE FERTILIZATION, 

ROGER REVELLE COINED TERM BIOLOGICAL PUMP???

FOR EDDY STUFF WUNSCH SHOWED A FIGURE WITH EKE TWICE MEEN KE AT JGOFS DC TALK

SOLAS WEBSITE:  WW.SOLAS_INT.ORG

DAVE KARL TALK: LARGE DIURNAL SST AND TRICHODESMIUM BLOOMS!  PAPERS, TIE TO PAST MODELING STUDIES AND THE FEEDBACKS

USE AMT DATA INCLUDING FRRF FROM AIKEN ENCYCLOPEDIA PAPER AND HIS PROG IN OCEANOGRAPHY PAPER.  Include: An example of OPC data collected during a meridional transect through the North and South Atlantic is discussed in Chapter 5 (see Figure 5-???; ref. Gallienne and Robbins, 1998; Fish. Oceanogr., 7, 147-158).  
IDEAS: 

Long-term time series:

+++++

From Oceanography Dickey, 2001


Time series observations have proven valuable for many environmental problems.  Perhaps the most famous and one of the more important of these is the Mauna Loa, Hawaii time series, which has shown the dramatic increase of the concentration of atmospheric carbon dioxide (CO2) since the beginning of the Industrial Revolution.  There is no direct equivalent for optical properties of the ocean, in part because of the earlier lack of adequate optical instrumentation and the high degree of natural optical variability in the ocean.  Nonetheless, there are growing numbers of scientifically important optical time series data sets.  First, we return to the venerable Secchi disk, which was the primary optical tool for several decades and indeed provided valuable data as mentioned earlier.  For example, Secchi disk measurements were made from ocean weather stations (OWSs) in the North Atlantic and North Pacific Oceans for several decades.  (Note: only OWS “M” off the coast of Norway remains active today; this station likely provides the longest ongoing ocean time series record).  For example, a remarkable time series of Secchi disk* depth, a rough and somewhat subjective measure of optical clarity or turbidity, has been described for the Black Sea by Mankovsky et al. (1998).  This record shows the dramatic decrease in the Secchi disk depth (increase of turbidity) in the Black Sea from about 15-16 m in the mid-1980’s to 6-10 m between 1990 and 1993 with some observations as low as 2-4 m in 1992 (Figure 1).  There was some horizontal variability in Secchi disk depths (e.g., due to river inflow); however, the basin-scale variations have been extraordinary.  One of the explanations for these changes is that coccolithophores, phytoplankton with highly reflective disks or coccoliths that can cause the sea to appear whitish, increased by up to two orders in magnitude.  Some of the variability also may have been caused by increasing colored dissolved organic matter (CDOM).  The Black Sea optical time series likely reflects a major change in the community structure and ecology of the Black Sea.  Also, Falkowski and Wilson (1992) used a 90-year record of Secchi depth observations in the North Pacific Ocean and determined that small systematic increases in phytoplankton have occurred on the edges of the central ocean gyre; meantime,  the gyre core has undergone a small depletion of phytoplankton.  

Several other examples of optical and bio-optical time series are described below.

Since 1994, many bio-optical and related interdisciplinary oceanographic experiments have been used for studying fundamental processes in optics as well as for addressing problems in other oceanographic disciplines.  Biogeochemistry has become a major new research area that complements much of the research of bio-optical oceanography.  In situ and remotely sensed bio-optical data sets can now in principle span time and spaces scales of most of the pertinent processes of ocean physics, biology, chemistry, and small-scale geology.  Synthesis of these data sets still remains a challenge.

CHECK OUT PHOTON BUDGET PAPER TO SEE IF MAY OF INTEREST TO SHOW FOR THIS???  Numbers I COULD USE IN A TABLE OR A FIGURE??  MLML, RAY SMITH FIRST AUTHOR?  MAY BE IN MY FILES??

USE PARIS CARBON AND OCEANS WEBSITES FOR SOME GENERAL STUFF.

BISHOP SCIENCE PAPER ON IRON ENRICHMENT

PENET. COMPONENT:

SEE MOBLEY P. 133 AND 134 TO INTRODUCE SIMPLE PAPRAMETERIZATIONS OF K BASED ON CHLOROPHYLL.  USEFUL FOR PENETRATIVE COMPONENT IF ONLY CK=HLOR IN CASE 1 WATERS KNOWN

Biological pump needs introduced along with significance of phytos to carbon cycle (Bishop) also coccoliths for dms and other stuff (Holligan and Balch and Plymouth group)

Origin of chlorophyll, pp, biological pump on geological time scale nicely introduced  in Jeffrey et al. 1st paragraphs of p.20.  Good way to introduce idea of biological pump and its context in geological time frame .  Good references also.  

Coccos and DMS, see para. 3 on p. 20 of Jeffrey et al.

Nice para  5 in Jeffrey et al. p. 20 on chl and pp distributions.  Good way to introduce ideas of gobal pp, carbon cycling etc. on global basis.

INTRO TO HEAT BUDGET. MAYBE SOME IN APPENDIX II???

The interaction with and effect of solar radiation on Earth's energy budget is strongly dependent on the electromagnetic spectrum. Planetary albedo is only relevant to short wavelength radiation; hence, all far red radiation impinging at the top of Earth's atmosphere will either be absorbed by gases in the atmospheric column or will be transmitted to the surface.  Some of the short wavelength radiation impinging on the top of the atmosphere is scattered and reflected back to space, while the majority penetrates to the surface. Over 70% of Earth’s surface is covered by liquid water that absorbs ca. 95% of incident solar irradiance.   In its upper 3 m the ocean contains the equivalent heat capacity of the entire atmosphere of the planet.  As the average depth of the oceans is about 3800 m, this geophysical fluid acts as a huge heat storage system for the planet.  That is, the oceans do not directly affect the radiation budget of the planet, but rather affect the time constant by which the planet “experiences” changes in radiation.

SEASONAL AND DIURNAL CYCLE STUDIES.  SHOW SOLAR CYCLE INFORMATION WITH LATITUDINAL DEPENDNCE HERE!!!

The radiant or thermal energy emitted by a body (often called a black body) has been the subject of many theories and experiments since th 1800’s??  (REF?).  This work is relevant to the emission of radiant energy including light form the Sun.  SEE WHAT IS WRITTEN IN DICKEY AND FALKO AND USE RELEVANT PART FROM PAPER ON HE REACTIONS, STEFAB BOLTZMAN AND PLANCKS LAY AND THE DETERMINATION OF PLANCK’S CONST IN ANTHER WAY!!!  USE HA ND R AND EISBERG AND MAYBE WHITE AND OTHER NEW BOOKS AND FEYNMAN??

TWILIGHT ZONE: LEGENDRE, ROMAN (P. 96) PAPERS IN OCEANS 

HURRICANES: REFS IN BABIN PAPER

BLACK SEA EXAMPLES OF CHANGE:  SECCHI DISK AND ECOSYSTEM CHANGE: TEMEL OGUZ PAPERS

THIN LAYERS STUFF HERE OR IN COASTAL

CELIA MARASSE OCEANS PAPER:  TURBULENCE ISSUESAND BIOGEOCHEMICAL FLUXES; IMPORTANCE OF SMALL SCALES


JIM BISHOP 2 DRIFTERS AT OWS P: INTERPRETATION AS IRON ENRICHMNEENT:  MAKE A SECTION ON IRON?  CHECK OUT USE OF OPTICS AND COLOR SATELLITES FOR IRON ENRICHMENT EXPERIMENTS E.G. SOIRE AND OTHERS??

IMPORTANCE OF OPEN OCEAN: CO2 SEQUESTRATION OPTION?  IRON FERTILIZATION OPTION?  CHANGES IN ECOSYSTEM, CHEMISTRY ETC.

INCREASING DUST SCENARIO FOR OCEAN; NAO ENSO ETC. CHANGES IN ECOSYSTEM, LIGHT, ETC.; MORE EXTREME EVENTS, CHANGES IN MESOSCALE, STRAT. LEADS TO CHANGES IN ???

HIGH LATITUDES SEEM ESPECIALLY IMPORTANT FOR CLIMATE AND ECOSYSTEMS

SEE MY JMS REVIEW PAPER FOR INTRO MODELS AND EXAMPLES LIKE MEDITERRANEAN, INVERSE METHODS, DATA ASSIMILATION, ETC.

SEE TONY BUCCALACI POWERPOINT FOR REFERENCES AND FIGURES ON PENETRATIVE COMPONENT PROBLEM: PAPERS LIKE RAGU AND DANIELLA TURK.  HOW INCLUDING OR EXCLUDING PENETRATIVE COMPONENT AFFECTS SST, CHL, ATMSOPHERIC CO2 ETC.  NICE EXTREME EXAMPLE TO PUT AFTER OUR OLD STUFF AND THAT OF CARTER AND OTHERS ON THE TOPIC.  NICE APPLICATION OF BIO-OPTICS AND OCEAN COLOR SATELLITES.  ALSO JOHN MOISAN WORK??

SOME OF THIS MAY BELONG IN THEORY AND MODELING SECTION???

EQUATORIAL PACIFIC:  MULTIPLE PLATFORMS AND SATELLITES/FEEDBACKS AND IMPACTS ON PHYSICS AND ATMOSPHERE THROUGH HEATING AND CO2 FLUXES

JIM CHRISTIAN  MODEL

RAGU MURT…

FOLEY

CHAVEZ

SIEGEL

LEWIS AND TURK

YVES DANDENNEAU PAPERS ON ROSSBY WAVES AND TIWS; SEES RORTILLER AS HAYRAKE EFECT AS HIGH CHL SIGNAL IS IN CONVERGENCE ZONES.  LIKELY A RATHER SHALLOW EFFECT JUXTAPOSED WITH A DEEP EFFECT SUGGESTED BY UZ AND SIEGEL AND OTHER ERFS.

FLAMENT PAPERS

BISHOP NATURE PAPER GOOD EXAMPLE OF ATMOSPHERE OCEAN PROBLEM WITH DUST FORCING BIOLOGY; NICE USE OF EMERGING TECHNOLOGY.

REVIEW OF SOME IRON FERTILIZATION WORK:  SOIRE AND OTHERS AND HOW OPTICS USED.

PROBLEM OF WHAT IS SATELLITE SEEING: ROSSBY WAVE EXAMPLE: ROTOTILLER OR HAYRAKE?  DAVE KARL TRICHODESMIUM BLOOMS AND OTHERS THAT MAY BE SURFICIAL ONLY, BUT IMPORTANT; BIG PROBLEM OF INTERPREATING AND QUANTIFYING SATELLITE DATA

LOOK AT ATLANTIC MERIDIONAL TRANSECT (AMT) PAPERS: THIS WORK INCLUDED NICE BREAKDOWN OF TYPES  OF ORGANISMS FROM SOUTH AMERICA TO ENGLAND – USE OF OPTICS FOR GROUNDTRUTHING SATELLITES AND FUNDAMENTAL INFROMATION ON ORGNAISMS AS THEY WERE DISTRIBUTED ALONG GREAT LATITUDINAL EXTENT.  KIND OF BIOGEOGRAPHY; THI S MIGHT ALSO FIT IN WITH OTHER FLOW CYTOMETER WORK BY LISA CAMPBELL, BIGELOW GROUP ETC.  AMT PAPER BY ZUBKOV ET AL., 2000; PROG IN OCEAN??? DO A GOOD SEARCH ON THIS. 

SOUTHERN OCEAN WORK BY MERLIVAT WITH CARIOCA (OCEANS): NICE ILLUSTRATION OF PCO2 AND CHL RELATIONS AS DRIFTER MOVED AROUND FRONTS; ABBOTT AND OTHERS LIKE POLLARD

Potential Figures from Chamberlin and Dickey Chapter 4 (* = USED)

*Figure 6-1  Climate record of global ice volume and oxygen isotope ratio for past 500,000 indicating 100,000 year cycle.  SEE PHILANDER, 2001, p. 180, Fig. 11.1 or 11.6? PAPER BY HAYES ET AL., 1976 OR MORE RECENT FIGURE??  SEE RUDIMANN AND HOUGHTON p. 55, Figure 4.5a

*Figure 6-2  One of the most important and often used time series of the past century is shown in Figure 9-20.  This time series of atmospheric carbon dioxide was begun in 1958 by David Keeling of the Scripps Institution of Oceanography and his data continue to be collected from Mauna Loa Observatory on the Big Island of Hawaii.  

*Figure 6-3  Sea-air flux of CO2 by latitude bands.  Positive values indicate flux from the ocean to the atmosphere and negative values are for flux from the atmosphere to the ocean.  The partitioning of the total flux is by effects of heat and biology is indicated and the residual curve shows the difference between the two effects.  Figure is based onFigure 12.1 of  LeQuere and Metzl (2004) and is explained in detail there.

*Figure 6-4  Schematic of the biological pump from Bishop – see Turkey paper

*Figure 6-5  First global map of primary production estimates using satellite (CZCS) ocean color data.  Based on Longhurst et al. (1995).

*Figure 6-6  Global maps of surface chlorophyll for the northern hemisphere winter month of February 2004 and for summer month of August YEAR?? are illustrated.  These maps are based on SeaWiFS satellite data sets??

are based on MODIS satellite data sets??  SEE DICKEY AND FALKO

*Figure 6-7  Global maps of primary productivity for the northern hemisphere winter month of February 2004 and for summer month of August 2004 are illustrated.  These maps are based on SeaWiFS satellite data sets??  SEE BEHRENFELD ET AL. 2001 IN WILLIAMS BOOK PLATE 7.2.

*Figure 6-8 Global maps of sea surface temperature for the northern hemisphere winter month of February 2004 and for summer month of YEAR???  are illustrated.  DICKEY AND FALKO

*Figure 6-9  Geographic map of region around Bermuda indicating sites of Hydrostation S, the Bermuda Atlantic Time Series (BATS) program, the Ocean Flux Program (OFP), and the Bermuda Testbed Mooring (BTM).  USE MAP FROM MICHALES AND KNAP PAPER IN DSR VOLUME 1996, P. 167.

*Figure 6-10  Schematic drawing illustrating the Bermuda Testbed Mooring (BTM).

*Figure 6-11  Bermuda Testbed Mooring (BTM) meteorological time series of 6-h average wind stress, incident solar radiation, and total heat flux are shown in a.-c. and monthly average total heat flux is shown in d.  The period of observations shown here is May 1, 1997  through March 30, 1998.

*Figure 6-12  Time series of temperatures(30-min averages) at several depths at the Bermuda Testbed Mooring site for BTM Deployments 1-9 (June 1995 – March 1998).

*Figure 6-13  Depth contours of temperature time series data collected from the Bermuda Testbed Mooring from June 1995 through March 1998.  Mixed layer depth and depth of the 1% light level are indicated by thick and narrow white curves, respectively.

*Figure 6-14  Time depth contours of a. temperature with superimposed mixed layer depth time series using a 0.3 0C criterion, b. nitrate plus nitrite, c. chlorophyll a, and d.  primary production   FROM STEINBERG ET AL., 2001 FIGURES 3 (p. 1415), 6 (p. 1418), and 7 (p. 1419).

*Figure 6-15  Time series of a. integrated primary production, b. mass flux from drifting sediment traps (15-300 m), and c. bi-weekly integrated mass flux at 3200-m depth obtained using moored OFP sediment traps.  FROM CONTE ET AL. 2001 DSR PAPER, FIGURE 13. 

*Figure 6-16  Time series of DIC data collected at the HOT and BATS sites.  SEE KARL ET AL. OCEANOGRAPHY 2001 P. 15, FIGURE 6

*Figure 6-17  Time-depth contours of a. Kd(441nm, z, t), b. chlorophyll a, c. the ratio Kd(410nm, z, t)/ Kd(488nm, z, t), and d. the derived CDM quantity Kcdm(441nm, z, t).  Figures from Siegel and Michaels (1996).

XXXXXXXXXX

Figure 9-17  This sequence is depicted in Figure 9-17.  This albedo-temperature feedback scenario is called a ‘positive feedback.’  The term ‘positive’ is used as the tendency of change is in the same sense as the first perturbation – cooler initial change causes even cooler temperatures and so forth whereas warmer initial perturbation leads to even warmer temperatures.  RUDDIMANNP. 25, BOX2-2 FIGURE

Figure 9-18  A schematic showing a greenhouse is illustrated in Figure 9-18.  SEE HOUGHTON P. 13, FIGURE 2-2.

Figure 9-19  A schematic diagram illustrating the Earth’s incoming and outgoing radiation is shown in Figure 9-19.  SEE THURMAN P. 195, FIGURE 6-22.

Figure 9-21 One of the most important time series for climate change is shown in Figure 9-21.  Data were collected from ice cores located in Antarctic glaciers to estimate air temperature and   carbon dioxide (CO2) and methane (CH4) concentrations (i.e., from air bubbles trapped in the ice) over a time period from about 160,000 years before present (BP) to present.  At first glance, the amazingly close correspondence of the air temperature and the CO2 and CH4 time series might imply direct causal relationships among the variables and furthermore encourage us to extrapolate future air temperature with anticipated levels of CO2 and CH4.  Houghton temp, methane, co2 time series SEE SB NEWS-PRESS ARTICLE MAY 31, 2004; CHECK OUT SOURCES, NEW MAUNA LOA TIME SERIES

Figure 9-22 Temperature increase over last decade in Houghton, p. 46, Fig. 4.1, ??  Or Philander

Figure 9-23  Oceanic concentrations of CO2 recorded at two JGOFS time series sites away from land-influence also show increased levels (Figure 9-23 ; Karl et al., 2001).  Oceanography, 14(4), p. 15
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